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VALIDATION TESTING OF
NUCLEAR SURVIVABLE SYSTEMS

F"ugtene Sevin
Assistant i)eputy Under Secretary

Offensive and Space Systenis
Office of the Secretary of I)efense

'F|h Pentagon. Rooni 3E129
Uashington. D )C 20301-30901

Department of Defense policy regarding nuclear hardness
validation testing is reviewed. Examples of major progtatis
involving extensive full-size testing are presented in tne
context of nuclear simulation methods. Implications of
using simulation testing to )oth define nuclear load
environments and demonstrate hardening are discussed.

INTRODUCTION

When Henry Pusey called me last July to ask if I'd be interested in speaking
at the Symposium, I was wrapping up a panel assignment on test capabilities for
validatino nuciear, hardened space systems, so I felt that I had appropriate
material in hand. Our panel had been asked to determine the test capabilities
needed to assure, with confidence, the survivability of future nuclear hardened
space systems; we were to report on the type of test facilities needed, to
identify shortfalls in testing knowledge, technology and capabilities, and to
suggest how best to fix any deficiencies. Moreover, just that day I had received
a complimentary letter from a distinguished four-star general on our panel's
report, so I was feeling fairly meilow.

Well, immediately upon accepting Henry's offer, an equally distinguished
four-star general sent word to the effect that our report obviously was the work
1 f the nuclear effects mafia, and that the last thing he needed was three-sigma

nuc>?ar effects zealots telling him how to test his satellites. I tried to reach
Henry but, cieveriy, he had Ieft town. On reflection, however, it seemed that the
r':.,-7ors why our study had provoked such diametrically opposed reactions offered a
clue to the proper focus for my discussion today.

It should come as no particular surprise to this audience that our panel
focused on the "validation process" itself and the role of testing;in particular,
the need for iarg±-scaLe system-levcl testing and the fidelity requirements for
nuclear simulitions were the central issues. We thought the burden of proof lay
with the developer; that for, critical war-fighting systems, confidence in having
met the iuclear hardress design objectives required some amount of meaningful
sy....m-.ev- te.sting. These considerations aopiy nct only to hardened space
svstems. hut qjite genral ly to all types of nardened systems.



I will touch briefly on the Department of Defense's hardness validation
policy, review three examples of hardness validation programs, and offer some
observations on nuclear effects simulation testing.

DoD HARDNLSS VALIDATION POLICY

DoD has an established policy that nuclear survivability and hcrdness
features shall be included in the design, acquisition, and operation of major and
nonmajor systems that must perform critical missions in nuclear conflicts. This
includes conventional forces, nonstrategic nuclear forces, strategic
conutiuni cations, :nd intelligence systems. Top-level guidance is contained in DoD
Di'ective 4245.5, "Acquisition of Nuclear Survivable Systems", first issued in
1983 -nd updated this past July; Army and Air Force regulations predate the DoD
directive by five years. DoD policy mandates that a Nuclear Survivability Program
dealing with survivability 'equirements, criteria, validation procedures, and
life-cycle maintenance be developed and maintained.

"...(criteria) should be quantified and be amenable to validation by
reasonable Test and Evaluation procedures..."

"...(the developer) shall ensure that the nuclear survivability is
validated at the appropriate points in development and operational
test programs with critical survivability features validated as
early as practical. Nuclear hardness shall be validated in
realistic system configurations, with a cost-effective combination
of underground nuclear testing, simulation testing and analysis.
During T&E, the assumptions concerning system performance used in
deriving the criteria shall be validated."

(The term "validation" appears five times in this single paragraph.) Finally, the
adequacy of the nuclear survivability program is to be judged at critical
milestones in the acquisition process, a point to which I will return later.

Each Service has its own regulations for implementing this top-level DoD
policy, and there is substantial and growing literature on nuclear survivability
from a program management perspective. The Defense Nuclear Agency and the Army's
Harry Diamond Laboratories both publish very useful bulletins; DNA's July 1988
Bulletin, Nuclear Survivability, has as its theme, "How to Develop a Nuclear
Hardening Program".

With such material to draw upon, and the emphasis given to "validation," one
might think it relatively straightforward to set forth a coherent view of the
hardness validation process-what it is and how one goes about it. But, of course,
this is not the case. People who write policy tend not to be burdened with the
consequences. While there are numerous individual examples of hardness validation
programs-and, I will cite several-we are a long way from a comprehensive view of
the subject. Perhaps this is because of the wide variety of nuclear survivable
systems (spacecraft, aircraft, missiles, a great variety of surface and subsurface
systems), the broad range of damaging nuclear effects and associated failure
modes, and the substantial variation in hardness criteria-from limiting collateral
damage to withstanding direct attacks. Still, it is unacceptable that a serious
policy have neither standards to measure conformance nor means to enforce its
provisions.

4



Hardness is a characteristic of the system; confidence that the prescribed
hardness has been obtained is a judgment based on knowledge of the system and the
threat environment. Therefore, hardness validation is a process of information
gathering about system behavior under Nuclear Wcapons Effects (NWE) environmental
stresses. In exploring This process, it is useful tc contrast hardness validation
with hardnejs assessment; the terms sound similar, but they are two very different
concepts.

Hardness assessment is a process for estimating the system's actual hardness
level; the level of the NWE "stress" at which the system reaches its failure
threshold. Hardness validation, in contrast, is not (or need not be) about
system failure; rather, it is a process for verifying that the system meets its
hardness requirement, that i' will not fail at or below a specified level of
stress. A comprehensive hardness assessment would provide the probability of
system failure over the fi1l range of design variables and NWE stresses. Thus, if
available, it would suffice as well for hardness validation since the failure
probability at criteria stress levels is a direct statement of haruness
validation. However, an accurate determirEtion of system failure probability is a
very complicated undertaking, and usually beyond the scope of a design effort.

THREE CASE STUDIES

Let me discuss briefly three nuclear survivable systems in wnich large-scale
testing played an important role in hardness validation. All are ground-based
systems for vhich the primary hardening design challenge was to mitigate blast,
shock and thermal effects--the Army's hardened tactical shelter (HATS), and two Air
Force wieapon systems-the hardened mobile launcher (HML) for the Small ICBM, and
the superi,ard silo concept for basing the Peacekeeper missile. At present, the
HATS 'evelopment is complete but no systtms have yet been produced; continuation
of the HML full-scale development awaits a decision by the next Administration,
the superhard silo dovelopment was nearly completed when abandoned in frvor of
basing Peacekeeper on railroad cars. This dismal status report might suggest that
nuclear survivable systems face an easier time with threats from overpressure than
from fiscal or political pressures; nonetheless, these examples remain interesting
case studies from a hardness validation perspective. The wide range of nuclear
environment requirements illustrates different simulation challenges, as depicted
in Figure 1.

Hardened Tactical Shelter

The Army has a well-conceived approach to developing nuclear survivable
equipment. Compliance with specified nuclear survivability criteria is mandated
from the beginning of hardware development, through validation tests of equipment

during both development and production. The intent is to ensure that battlefield
equipment is at least as survivable as the combat personnel required to operate
it. Nuclear design environments were developed for the HATS family of hardened
shelters (Figure 2) over a range of plausible battlefield cenarios. While the
level of hardening is modest by some standards, it substantially exceeds the

capability of unhardened shelters.
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The HATS is designed to be fully compatible with existing vehicles and
shelters. The shelter panels are of sandwich construction with kevlar skin (for
ballistic projectile and thermal protection), paper honeycomb core and internal
fiberglass stiffeners; an inside aluminum facing provides EMI shield. The shelter
is attached to the vehicle with tie-downs and outriggers are used to prevent
rotation and translation.

Low pressure nuclear airblast waveforms can be simulated in shock tubes and

by hard high explosive (HE) charges. Both techniques are capable of producing
exponentially decaying pressure-time waveforms over a range of nuclear yields with
high fidelity. Neither device provides significant thermal output, however.
While thermal effects can be simulated by various means, combined thermal-blast
loading is usually accomplished with HE under field conditions. The need for
improved understanding of combined airblast and thermal loading of HATS led to the
initiation of large-scale testing early in the development program. About a dozen
full-scale tests of HATS were conducted in shock tubes and HE field tests during
its development.

Hardened Mobile Launcher

Survivability of the Small ICBM (SICBM) is achieved through mobility, not
hardness. The idea of hardening the mobile launcher was born of desire to greatly
reduce the land area needed for its deployment. At hardnesses of several tens of
psi overpressure, the system can survive a massive barrage attack when deployed
randomly on selected military bases. From a hardening perspective, the HATS
experience suggests this to be an extremely ambitious undertaking, and it was
fully appreciated from the outset that a more radical vehicle design was required.

Figure 3 shows the HML design selected for full-scale engineering development in
December 1986; not much resemblance to HATS. The HML has outstanding on-road and
off-road mobility characteristics, fully meets all of its operational performance
specifications, protects the missile, and provides for unattended launch (and
costs a fortune).

The HML is hardened structurally against direct airblast effects. Sliding and
overturning forces are reduced by aerodynamic streamlining, and resistance to
sliding is achieved by exploiting the stabilizing effects of the vertical airblast
forces. Clearly, the design requires a detailed understanding of the airblast
flow field, including time phasing of the vertical and horizontal airblast
components. It is known from atmospheric testing experience that nuclear airblast
waveforms and flow fields along the ground are dependent on the height of burst
and thermal properties of the ground surface. The radiating fireball heats the
ground ahead of the advancing shock wave, causing it to propagate more rapidly
along the surface than in the (cooler) air above. This leads to radical changes
in the airblast shock structure and increases the aerodynamic drag forces on
above-ground objects. There is direct evidence that these so-called thermally
precursed flow effects can have a dramatic influence on the response of "drag
type" targets such as vehicles.

A novel method was developed to simulate thermally precursed flow in the
absence of a suitable thermal source. The underlying premise is that the flow
develops as consequence of the air shock propagating along the ground ahead of the
main shock. While this is triggered in a nuclear burst by fireball preheating, it

8
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is not primarily a thermally dominated effect. Thus, it should be possible to
replicate the flow in a layered, two-gas system of appropriately different sound
speeds. This was accomplished at large scale under field conditions by confining
a layer of helium gas along the ground under a thin mylar membrane. The speed of
propagation is controlled by the concentration of helium which, in turn, is
related to nuclear yield and height of burst through theoretically-based estimates
of surface air temperature.

This approach was investigated by means of extensive numerical simulations
and comparison with atmospheric nuclear data, tested in laboratory shcck tubes at
miniature scale, and demonstrated successfully in HE field tests. Figure 4 shows
he test. setup in the Minor Scale event, an 8-kiloton nuclear equivalent HE

source. A 0.5 mil-thick mylar membrane measuring 400 ft wide x 900 ft
long x 2 ft high contained helium at 95 percent concentration. Figure 5 is a
photograph of the shock structure obtained in this field test. Comparison with
data from atmospheric nuclear tests, appropriately scaled, was remarkably good.

On this basis, the test technique was qualified for hardness validation
testing. One-fifth geometric scale models of two competing (pre-FSD) HML designs
were tested in the Minor Scale event. This was considered to be a successful
proof-of-principle test for the HML design concept. Full-scale development of the
SICBM and HML has been terminated by this Administration for reasons of
affordability, though it is possible that the next Administration will elect to
continue development. The Test and Evaluation plan did not call for further
large-scale response testing of the HML.

Superhard Silos

Concerns regarding the vulnerability of our silo-based Minuteman ICBM force
stem from potential improvements in the accuracy of Soviet missiles.
Superhardening-a 25- to 50-fold increase in hardness over our current silos-is a
competitive strategy to thwart the effectiveness of Soviet ICBM modernization
plans. To achieve the accuracy required against superhard targets would challenge
them on major new technology investment, undesirable force structure (especially
in view of arms control limits), operational difficulties, and substantial
targeting uncertainties.

The feasibility of superhardening rests on a far-reaching reassessment of
nuclear weapon effects close-in to the burst; more specifically, high overpressure
waveforms, cratering and crater-produced ground motions. An earlier view of these
effects suggested that at overpressure loadings of interest, the compressive
strength of silo materials would be exceeded and ground motions would far surpass
the capabilities of known shock isolation methods; indeed, the conventional view
held that current silos were about at the practical limit of hardness.

The atmospheric nuclear data base extends only up to about 1000 psi and
predictions of higher overpressures are based on numerical solutions. Recent,
more detailed, calculations indicated that overpressure waveforms were
substantially more impulsive, decaying to half peak value in a fraction of the
time originally thought. Experimental confirmation was obtained by detonating a
small nuclear device on the floor of a large, air-filled, underground chamber to
simulate an Rtmospheric surface burst for a short period of time. These results
had profound inplications for structural hardening once it was recognized that
early-time pressure impulse, rather than peak pressure, was the more appropriate

10
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damage indicator. With this stimulus, research in superhard construction soon led
to radically improved designs.

Cratering and crater-related ground motions also pose significant design
challenges for superhardening. Theoretical predictions of uat r formation did
not agree with the empirical results based on high explosive data and a few large-
yield nuclear tests in the Pacific. Theory consistently indicated very much
smaller craters and ground motions, as well as a strong dependency on geology.

The underground nuclear "atmospheric" chamber test mentioned earlier not only

provided critical airblast data but also demonstrated a new capability for
cratering experimentation. The chamber remained intact post-test and measurements
of the crater were in good agreement with analytical predictions. A subsequent
chamber experiment was conducted with a different near-surface geology and
extensive ground motion measurements were obtained; these results also supported
tne analytical methods. Finally, a two-year geophysical exploration of selected
nuclear craters at the Pacific Test Site has brought the empirical basis for yield
scaling in line with theoretical expectations.

How did we approach test validation with this substantially changed view of
close-in nuclear effects? The nuclear chamber test is not suitable for testing
silos, and high explosives cannot achieve nuclear source region pressures. The
sim!nltion approach adopted for large-scale testing combines each of these

techniques in a sequential, three-stage process. The concept is illustrated in
Figure 6. The first stage is represented by the underground "atmospheric" tests,
where agreement between predicticns and observations of ground motions and final
crater dimensions is presumed to substantiate the early-time, hydrodynamic phase
of the theory. Stage 2 consists of a high-explosive simulation of the crater,
close-in ground motions and airblast. Practical considerations limit this to
kiloton-yield equivalence. Termed CARES (Crater and Related Effects), this
simulation consists of a high-explosive subsurface charge that replicates the
calcilated pressure-velocity state at about the 50 kilobar stage of the evolving
nuclear crater, and subsequent pressures can be obtained with HE. (At this time,
the crater has grown to about five percent of its final volume in a dry geology.)
A sequentially detonated surface charge is used to simulate the airblast-coupled
ground shock, transitioning into a conventional HEST bed to provide the primary
airblast loading on the silo structure. Finally, in Stage 3, the ground motions
meas-rcd in the CARES experiment are scaled up and reproduced in a large-size
HEST-DIHEST configuration to provide a test bed for prototype silo structures.

A fully instrumented CARES test replicating a 2-kiloton surface burst (one-
eighth scale for a megaton) provided the experimental rationale for establishing
silo ground motion design criteria and designing large-scale HEST beds for silo
validation testing. Figure 7 shows the CARES test bed under construction.
Subsequently, a large-scale HEST test was conducted on a large-size superhard silo
(i.e., full-size for the SICBM or 5/8-size for the Peacekeeper missile) in which
both airbiast and direct ground motion effects were simulated. A photograph of
this silo d .ring construction is shown in Figure 8.
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OBSERVATIONS

What can be learned about the hardness testing and validation process from
these examples? Clearly, each program took a comprehensive approach toward
meeting its nuclear hardness requirements; all could serve as role models in this
regard. The need for high-fidelity nuclear simulations and testing at large scale
was accepted. Indeed, the Air Force programs developed major new airblast and
ground shock simulation capabilities to obtain design data and demonstrate
hardness proof-of-principle. Is there any reason, then, to doubt that these
systems are as survivable as advertised?

At issue principally is the relationship of the test environments to threat-
lcvel nuclear environments. The new airblast simulation technique developed for
the HML is an important technology breakthrough for studying complex flow fields
at large scale. It appears to replicate the essential features of thermally
precursed airblast, but the nuclear data base is extremely sparse. Accepting this
test technique as a valid simulation of the nuclear environment from which to
determine HML design loads and, subsequently, for hardness proof-of-principle
demonstration involves a certain leap of faith. The HATS was designed and tested
under ideal airblast conditions. While the developers were aware of thermally
precursed flow effects, these were not considered to be significant at HATS design
overpressure levels. However, recent research stemming from the HML development
suggests that this matter needs to be revisited.

In the superhard silo program, a new high-explosive simulation technique
(CARES) was used as a surrogate nuclear cratering experiment to establish design
ground shock ioadings. In turn, a still larger-scale simulator was constructed to
produce this environment on a prototype silo which had been to resist these
loadings. We are highlighting instances in which the system developer has
exercised considerable discretion in interpreting hardness design criteria. And,
where one developer may be very imaginative and creative, as surely the Air Force
was here, others may be considerably less so. At the same time, we must
acknowledge the risk involved in using unproven test procedures. It is possible
to be too creative, and we need to remind ourselves from time to time not to get
out too far ahead of the state-of-the-art. This is a particularly serious matter
when it comes to accepting nuclear simulations as the basis for both design and
validation. I know of more than one instance in which a presumably independent
test amounted to little more than a mechanical analog of the theory under
investigation.

Central to the hardness validation process, it seems to me, is how the rules
Are made regarding nuclear simulation. A nuclear hardness program plan is a
required part of the Test and Evaluation Master Plan (TEMP); the TEMP must be
accepted by the Defense Acquisition Board (DAB) at the Concept
Demonstration/Validation and Full-Scale Development acquisition milestones. The
Assistant to the Secretary of Defense (Atomie Energy), with the help of the
Defense Nuclear Agency, is obligated to advise the DAB on the adequacy of the
developer's nuclear survivability plan. This strikes me as offering a
particularly good opportunity to define and agree upon the rules. Among the tests
to be conducted in any hardness validation program, there must be those whose
significance depends on being accepted as realistic nuclear simulations-not merely
high-explosive "stimulations." Such tczt3 need to be identified in advance, their
importance to the validation process made clear, and provisions established to
independently "certify" the test bed design for uso by the developer. Agreeing in
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advance on a simulation test that can serve as a surrogate nuclear test to define
design loads and determine response clearly is in the interest of the developer.
The developer is relieved of the responsibility of miking up the validation rules
and is judged only by how well he follows them. It places others in a "put up or
shut up" position regarding the scale and fidelity of tests required for
validation. The Under Secretary of Defense (Acquisition), as chairman of the
Defense Acquisition Board, becomes the rule-maker, and accepts the risk that the
rules are later found to be inadequate. That is as it should be.

i don't think that approaching hardness validation in this manner is about to
happen anytime soon. The DoD directive dealing with nuclear survivable systems
installs a gatekeeper in the acquisition process to advise on the adequacy or' the
survivability program. The gate has yet to be slammed on a developer for
inadequate validation test planning as documented in the TEMP, however deserving.
It is likely that the sound of a slamming gate will be the appropriate attention
getter!
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The TOPEX instrument module (IM) consists of large,
lightweight honeycomb panels which are very responsive
to the acoustic loads generated by the Ariane launch
vehicle at liftoff. The VAPEPS (Vibroacoustic Payload
Environment Prediction System) computer program was
utilized to evaluate the effect of TOPEX IM
configuration changes on the acoustic response at the
panel/instrument interfaces. Acoustic and vibration
data for a structure similar to the TOPEX IM were used
to calibrate the VAPEPS modeling. TOPEX configuration
variations studied were panel size, thickness, weight,
and damp ing. An on-line method of notching random
vibration tests has been designed for those TOPEX
components for which it is desirable to limit the
vibratory force input from the shaker.

INTRODUCTION

Usually aerospace structures are designed to withstand mission dynamic and
static loads through an iterative process. Once the design is acdequately
defined, the structure is analyzed for response to high frequency acoustic
loads. The results of this analysis are used to establish random vibration
test requirements for the instruments and other hardware supported by the
structure. The development of the TOPEX (The Ocean Topography Experiment)
spacecraft has presented an unique opportunity to utilize acoustical
analyses to help design a spacecraft structure and to develop a notched
qualification test spectrum that will accoimnodate the utilization of
vibration sensitive inherited hardware.

The TOPEX spacecraft is the key element in the TOPEX/Poseidon mission being
undertaken by the U.S. National Aeronautics and Space Administration (NASA)
and the French Centre National d'Etudes Spatiales (=ES) for studying the
global ocean circulation from space [1]. The mission will use the
techniques of satellite altimetry to make precise :und accurate measurements
of sea level for several years. The Jet Propulsion laboratory (JPL) has the
responsibility to manage the development of the 'IXPIX spacecraft system for
NASA. Development of the spacecraft has been contracted to the Fairchild
Space Company. The spacecraft is being designed for Ariane launch in late
1991/early 1992.



The TOPEX spacecraft will carry both NASA and CNES sensors (instruments).
The TOPEX instrument module (IM) consists of large, lightweight honeycob
panels which are very responsive to the acoustic loads generated by the
Ariane launch vehicle at liftoff. The sensors themselves are, for the most
part, based on inherited designs/hardware which have been qualified to
moderate random vibration levels. Based on programmatic considerations, it
is not feasible to redesign the sensors to survive high vibration levels.
The problem then was to design the Il4 panels to reduce their response to
acoustic loading and to specify a randcm vibration test which did not
unnecessarily overtest the senisors.

The VAPEPS (VibroAcoustic Payload Environment Prediction System) ccmputer
program was utilized to evaluate the effect of TOPEX IM configuration
changes on the acoustic response at the panel/ instrument interfaces (2].
Acoustic and vibration data for a structure similar to the TOPEX IM were
used to calibrate the VAPEPS modeling. 'TPEX configuration variations
studies were panel size, thickness, weight, and damping. An online method
of notching random vibration tests has been designed for those TOPEX
components for which it is desirable to limit the vibratory force input fran
the shaker.

SPACECRAFT ONFIGURATION AND VIBQACJUSTTC ENVIR)NME~ r

The TOPEX spacecraft configuration is depicted in Figure 1. The
Multimission Modular Spacecraft (MMS) bus consists of a frame structure
supporting the bus subsystem modules. The instrument module (IM) is
composed of large aluminum honeyccmb core panels. The external panels are
arranged to form a box. A center panel runs the length of the box, dividing
the IM into two ccnpartments. The panel face sheets are 0.025" thick
aluminum and the core is 1.0" thick, with a density of 0.0018 lb/in3 . The
electronics boxes were grouped onto selected panels to increase the panel
mass loading. Other panels were left unloaded. The electronics box
arrangement of one of the external panels is shown in Figure 2. This panel
carries 12 electronics boxes with a total weight of 171 ibs, for an
equipment surface density loading of 0.07 lb/in-. Five lengthwise heat
pipes are also buried between the face sheets of this panel. The heat pipes
are modeled as 1.0" by 0.2" aluminum bars.

MMS 130S

MOI)OL E

Figure 1. TOPEX Spacecraft Configuration
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Figure 2. Honeycomb Panel of TOPEX Instrument Module

The predicted one-third octave band flight acoustic levels for the TOPE(
spacecraft inside the Ariane launch vehicle shroud are shown in Figure 3.
The overall sr~und pressure level (OASPL) is 142 dB. For comparison, the
one-third octave band flight acoustic levels for SIS payloads (OASPL of 138
dB) is also shown in the figure. Ariane payload acoustic levels are
considerable more severe in the mid frequency range where honeycomb panels
are typically most responsive to acoustic excitation (about 200 to 800 Hz).
This also covers the frequency range in which instrument sensors ad
electronics boxes typically exhibit their most damaging dynamic structural
responses.

The response of the 1M panel described above to the Ariane acoustic
environment was predicted employing the SEOD routine of the VAPEPS
(yibroAcoustic Payload Environment Prediction System) program. The SEMOD
routine incorporates Statistical Energy Analysis (SEA) to theoretically
predict structural responses to acoustic excitation. The SEA technique
utilizes energy balance equations to arrive at a spatially averaged response
of a structural element over a specific frequency bandwidth. Structural
elements are defined by their average physical properties. The predicted
spatially averaged random vibration response of the panel is shown in Figure
4. The 95th percentile panel response level, which is predicted in VAPEPS
by adding an empirically derived factor to account for the spatial variation
across the panel, is also shown. The panel equipment loading was treated as
non-structural mass for this prediction.
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Figure 3. One-Third Octave Acoustic Flight Levels for Ariane
Launch Vehicle Inside TOPEX Spacecraft Shroud

As can be seen in Figure 4, the predicted 95th percentile flight random
vibration level for the panel mounted equipment peaks at a level of about
0.2 G2/Hz. It is standard practice at JPL to add 4 dB to 95th percentile
flight acoustic levels and to multiply 95th percentile flight randan
vibration spectral density levels by a factor of 2.5 for design and
qualificatiorVprotoflight testing of spacecraft hardware. These random
vibration levels significantly exceed the previous qualification levels of
the inherited instrument designs.

The TOPEX IM design described above resulted from a reconfiguration which
attempted to satisfy the following objectives, listed in order of priority:
a) functional requiremnts, b) structural/acoustic requirements, c) thermal
requirents, d) magnetic requirements, and e) accessibility requirements.
The acoustic requirerents were basically to reduce the random vibration
levels at the instruments/panels interfaces to levels capatible with the
instrm-nents inherited designs. The folloing sections describe the efforts
undertaken to optimize the IM design for acoustics and to develop instrument
random vibration specifications compatible with their inherited designs.
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of TOPEX IM Panel

SENSITIVITY OF VIBROACOUSTIC PREDICTIONS TO DESIGN CMNGES

The VAPEPS SEMOD program was used by Fairchild Space Caqoany (FSC) and JPL
to investigate the sensitivity of the acoustic response of the TOPEX
Instrument Module (TM) to the TM panel mechanical design parameters. The
parameters investigated were: panel thickness, equipment mass, damping, and
panel size. In addition, the benefits of constructing the TM as a closed
box so that the panels were acoustically excited only on one side was
recognized and incorporated into the design selected by FSC.

The sensitivity studies presented herein show the vibroacoustic effects of
parameter variations relative to the design configuration selected by FSC
for the lower +Y panel of the IM as illustrated in figure 2. This
particular panel was chosen as representative of the IM panels. The SEmDD
prediction of the 95th percentile flight random vibration for the selected
combination of panel design parameters panel is shown in figure 4. This
prediction for the selected design parameters is repeated as the solid
reference curve in figures 5-8, which show the effects of the parameter
variations.

Figure 5 shows the vibroacoustic effect of variations of the IM panel
thickness of 0.5", 1.0", 2.0", and 4.0". The selected thickness value was
1.0". Also shown in figure 5 are the corresponding coincidence frequencies
at which the panels are best coupled to the acoustic field. Increasing the
panel thickness lowers the vibroacoustic response. This reduction results
because the ratio of the squared vibration response to squared acoustic
pressure is inversely related to panel thickness at any frequency and also
because increasing the panel thickness reduces the coincidence frequency
below the 500 Hz peak in the acoustic spectrum, see figure 3.

25



0.5

0.2-

, 0. \05 .o 0.2 / ! f -\ \,.

S 0.01 ( \

0.CC5

.002 C2

0.001 i ! i

0.0C2 I
0 20 50 100 20O 500 '0C 0 200 5000 '0CC

1/3 OCTAVE BANO CENTSR FRE-LENCY - HZ

ThLk-.. 0 ..... 1.0_ , 2.0 . 0____

CO-Cidenwc.. 644 HZ -82 H Z 237 . 124 zI

Figure 5. Effect of Panel Core Thickness on 95th
Percentile Vibroacoustic Response

Figure 6 shows the vibroacoustic effect of variations of the IM panel
equipment mass of 0 lb, 86 lb, 171 lb, and 342 lb. The selected equipment
mass value was 171 lb which orresponds to a surface density loading of 0.07
lb/in2 for the 2378 in 2 panel shown in figure 2. The prediction shows that
the squared vibration response is reduced in proportion to the ratio of
panel weight (approximately 24 ib) to the total panel plus equipment weight.
This effect of equipment weight predicted by SEMOD is conservative as
discussed in the next paper in this session. The grouping together of the
TOPEX IM mounted equipment on a few panels was one of the principal
techniques selected by FSC to reduce the vibroacoustic response.
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Figure 7 shows the vibroacoustic effect of variations of the IM panel
damping loss factor of 0.2, 0.1, 0.05, and 0.025. The selected value was
0.1. The predictions assume that the damping loss factors are inversely
related to frequency and the quoted damping loss factors are the values at
300 Hz. It is noted that the damping loss factor is defined as twice the
damping ratio or as one over the system Q. The results in figure 7 show
that damping has a relatively small effect at the peak in the vibroacoustic
spectrun where a reduction would be most beneficial. This is because the
honeycomb panels are well coupled to the sound field at the coincidence
frequency so that the energy lost through acoustic radiation is comparable
to that due to internal damping. In view of the results in figure 7, no
effort was made by FSC to increase the panel damping and the damping loss
factor was assumed to be 0.1 for the vibroacoustic predictions.
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Figure 8 shows the vibroacoustic effect of variations of the IM panel size
of 29"x16", 29"x33", 29"x82", and 57"x82". Referring to the IM panel sketch
in figure 2, it is seen that 29"x82" corresponds to the selected size of the
panel. The smaller size choices would require placing stiffeners on the
lower +Y panel to break it up into subpanels and the larger size choice
would require cobining the lower +Y panel with the IM upper +Y panel. The
results presented in figure 8 show that panel size has very little effect on
the vibroacoustic response except at the frequencies well below the spectnm
peak.
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VAPEPS EXTRAPOATION TO DEFINE R4AiC VIBRATION SPECIFICATION

The VAPEPS theoretical prediction (SEMOD) for the TOPEX instrument module
(IM) in Figure 4 would result in a design and test randon vibration
specification of approximately 0.5 g2 /Hz when the traditional JPL 4dB margin
is placed on the flight levels. Because this specification would be high
compared to other JPL spacecraft programs and compared to the TOPEX
component test heritages, it was decided to calibrate the theoretical SEMOD
predictions with empirical test data. The VAPEPS semi-empirical prediction
code EXTRAPl is ideally suited to this purpose.

To calibrate VAPEPS for the honeycomb type structure of the TOPEX IM,
Fairchild Space Ccupany (FSC) provided acoustic and vibration data frai
acoustic tests of Control and Data Handling (C&DH) modules from two previous
spacecraft programs which used essentially the same Multimission Modular
Spacecraft (MMS) bus as TOPEX. These modules were fabricated fran one inch
honeycomb as is the TOPEX IM. The C&DH module from the GRO spacecraft had
equipment loading of 0.11 lb/in2 and was tested at an overall SPL of 142 dB.
The C&DH module from the MMS spacecraft had equipment loading of 0.08 lb/in 2

and was tested at an overall SPL of 149 dB. The TIOPEX IM is being designed
for equipment loading of 0.07 lb/in2 and will be qualified to an overall SPL
of 146 dB.
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Figure 9. Comparison of VAPEPS Theoretical Prediction
with Random Vibration Data from Acoustic Test
of C&Dh Module from GRO Spacecraft
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Figure 9 shows a comparison of the VAPEPS theoretical SEMOD prediction with
the random vibration data from the acoustic test of the C&IH module frm the
GRO spacecraft. The average ratio of the prediction to the data is
approximately a factor of two for the GRO module. For the C&DH module from
the MMS spacecraft, the corresponding average ratio of theory to data was
more like a factor of ten, but this ratio was subsequently reduced by a
factor of two to account for possible nonlinearities due to the 149 dB SPL.
The comparisons of theory and data from the GRO and MMS spacecraft programs
were given equal weight in the semi-empirical prediction of the TOPEX TM
random vibration specification.

The VAPEPS semi-empirical prediction technique EXTRAP1 compares the
predictions of a theoretical SEMOD model with empirical data for a baseline
configuration and uses SEaUD to extrapolate the differences between the
theory and data for the baseline to a new configuration for which a
prediction is desired. EXTRAP1 thus makes good use of both the theory and
data. The results of applying EXTRAPI to the TOPEX IM using the GRO and MMS
C&DH modules are baselines is shown in Figure 10. In concurrence with the
VAPEPS EXTRAP1 analysis, FSC set the IM 95th percentile flight levels at a
maximum value of 0.08 G2/Hz, and JPL has defined a design and test
specification for TM instruments with a maximum value of 0.2 G/Hz as shown
in Figure 10.
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OJNCEFIUAL DESIGN OF DUAL CONTROL RANDOM VIBRATION TEST

Sae of the TOPEX spacecraft components have pronounced structural
resonances which will be strongly excited by the random vibration test input
specified in figure 10. The cognizant engineers for these components want
to "notch" the randm vibration input at these resonances because they feel
that random vibration tests typically cubject their components too much
higher loads than do the flight environments. Of course, these engineers
are right, because the unrealistically high mounting inmpdance in random
vibration tests results in over testing, even when the test and flight
levels are comparable. The question is: how and how much to notch? The
VAPEPS computer code has been used to predict the TOPEX instrument module
acceleration levels and to specify the random vibration test levels of
components mounted on the panels. The VAPEPS code may also be used to
predict the limit loads used to notch these random vibration tests in the
high frequency regime.

There is an extensive body of literature, much of it in the Shock and
Vibration Bulletins, concerned with random vibration overtesting because of
the incorrect mounting point impedance of shakers. The random vibration
notching approach which we are investigating for possible application in the
TOPEX program was set forth in three early papers [3, 4, and 5]. In 1960
Morrow [3] described the concept, which we shall call "dual control", of
using both motion and force fc 'back to control shaker impedance. In 1966
Ratz [4] conducted a simple test which demonstrated that a shaker controller
could be built to implement this impedance simulation concept. In 1968
Murfin [5] showed that the specification and control of the maximum motion
and force is a convenient way to implement impedance simulation. These
techniques have been investigated extensively by researchers at Sandia
Laboratories, see for example [6] by Smallwood. Recently, Piersol and his
colleagues at Astron Research Inc. [7] have been working for the Air Force
to develop a recanded approach to this problem.

Impedance and Dual Control Relations

The impedance relations which govern the complex frequency response of a
component subjected to sinusoidal or random vibration follow from Thevenin's
and Norton's equivalent circuit theorems given in equations (1) and (2)
respectively:

V = Vo - F/Zo (1)

F = Fo - V*Zo (2)

where: V is the interface velocity, F is the interface force, Vo is the
source free velocity, Fo is the source blocked force, and Zo is the source
impedance.
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From equations (1) and (2), it follows that the source impedance Zo is equal

to tie ratio of the blocked force Fo and free velocity Vo:

Zo = Fo / Vo (3)

Similarly, the impedance of the load Z is equal to the ratio of the
interface force F and velocity V:

Z = F / V (4)

The derivation and combination of the forgoing impedance equations in
relation to vibration testing is described in [6], where the respective
impedances are defined as the ratios of force to acceleration and called
"apparent weights".

Herein, we choose to combine equations (1) and (2) in a form that does not

involve the source and load impedances:

1 = A/Ao + F/Fo (5)

where the interface and free accelerations, A and Ac, have been used instead
of the corresponding velocities. It is understood that each term in
equation (5) is in general ccmplex and a function of frequency. If the
interface acceleration A and force F in a component vibration test were
controlled in accord with equation (5), the component would respond at every
frequency as in flight; therefore we denote the implementation of equation
(5) as "exact dual control". Equation (5) offers the advantage that it does
not contain the source and load impedances, with which vibration test
engineers are largely unfamiliar. However, equation (5) is theoretically
equivalent to other exact impedance control relations described in the
literature [6 and 7]. In applying equation (5) to dual specification and
control of vibration tests, it is convenient to interpret Ao and Fo as the
specified limit acceleration and force which will in general be larger than
the free acceleration and blocked force in order to envelope combined source
and load resonances, spatial variations, flight-to-flight variations, and
other uncertainties.

Conventional random vibration tests are conducted by controlling only the
interface acceleration A to the specified acceleration Ao; that is the
second term on the right hand side of equation (5) is ignored.

A simplified form of dual control, which is well suited to implementation
with existing random vibration spectrum equalizers, is what may be called
"dual extremal control":

A < Ao and F < Fo. (6)

This extreme.l dual control technique was described very explicitly by Murfin
in [5]. (HC'ever, Murfin calculated the force limit Fo from the load
impedance. equation (4), rather than from the source impedance, equation
(3).)



Resonance Frequency Notching

Figure 11 illustrates the use of three control techniques: conventional
acceleration control, exact dual control, and extremal dual control. In a
conventional vibration test, the shaker acceleration is maintained at the
specified acceleration and the force between the shaker and component may
become unrealistically large at resonances of the comp)onent as illustrated
by the dashed curve in figure 11. In exact dual control, as in typical
flight mounting configurations, the interface acceleration "notches" at the
resonance frequencies and the force increases so that the ratio of interface
force to acceleration is as in the conventional test as shown by the solid
curve in figure 12. In extremal dual control, the interface force is
limited to the same maximum value as in exact dual control and the
acceleration notches to the same value as in exact control as shown by the
dash-dot-dash curve in figure 11. In [7] research vibration tests were
conducted using off-line iterative shaker control techniques corresponding
to the three techniques described herein and the results generally confirmed
the notching effects illustrated in figure 11.

Implementation of Extremal Dual Control Random Vibration Test

The on-line implementation of an exact dual control random vibration test
would be difficult at present. Random vibration spectral equalizers
currently in use are not capable of computing the auto and cross spectra of
the measured acceleration and force and of ccmparing these quantities with
the appropriate specified acceleration and force as required by equation 5.
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I Blocked Force, Fo

J

frequency

Free Acceleration, Ao

L

U
U

frequency

.onventional Acceleration Control, A Ao
Flight and Exact Dual Control, 1 - A/Ao + F/Fo
Extremal Dual Control, A 5 Ao and F < Fo

Figure 11. Resonance Frequency Notching



Figure 12 shows the block diagram of a suggested method for on-line
implementation of the extremal dual control random vibration test with a
conventional random vibration spectrum equalizer. This is the method under
consideration for real time notching of random vibration tests of selected
TOPEX components. Conventional random vibration equalizers, in the extremal
control mode, ccoute the temporal rms values in narrow frequency bands
(typically 5 or 10 Hz) of a number of acceleration measurements and control
the shaker in each narrw frequency band by comparing the maximum of these
measurements to the specified acceleration spectrum. This type of equalizer
can be used to implement extremal dual control random vibration notching in
rcal time, if the frequency spectrum of the force feedback signal is shaped
for comparison with the acceleration specification. (Most of the vibration
test equalizers will accept only one specified spectrum for random vibration
tests.) The required shaping of the force feedback signal may be
accomplished by passing the force time history through a one-third octave
band spectrum shaping network before the signal is presented to the
equalizer as shown in figure 12. (One-third octave band shaping networks
are typically available for the purpose of shaping acoustic test spectra.)
The appropriate frequency shaping function is:

(Ao(f)/Fo(f)) x (S v/g / S v/lb) (7)

where Ao and Fo are the specified limit acceleration and force spectra and
S v/g ar S v/ib are the accelerometer and force measurement calibration
sensitivities. It should be emphasized that the use of a one-third octave
band shapping network to filter the broad band force measurement will not
negate the ability of the equalizer to notch in 5 or 10 Hz bands.
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Figure 12. Block Diagram for On-line Implementation of
Extremal Dual Control Rando, Vibration Test
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Both the exact and extremal dual control techniques requi re a measurement of
the force F delivered to the component by the shaker and a specification of
a limit force Fo. The force may be measured in one of several ways. If the
component is comparable in weight to the shaker armature, the shaker current
may provide an adequate measure of the force [7]. Alternately, the shaker
force may be measured by a force plate attached to the shaker table. In
either of these cases, it may be necessary to correct the gross force
measurement as shown in figure 12 by subtracting the force consumed by the
mass M between the force sensor and test component, i.e. the armature and/or
the test fixture. In scue instances rather that correcting the measured
force, it may be convenient to specify a gross force limit Fo which bounds
the measured gross force:

Fo = Fo + M*Ao (8)

where Ao is the specified limit acceleration taken in phase with the limit
force Fo. A third and preferred way to measure force is to instrument the
test component with strain gauges or load cells, as will be done for several
of the TOPEX program ccmponents.

There is little data to aid in specifying the appropriate force limit, but
several approaches are available for investigation. At JPL a "mass-
acceleration curve" [8] is often used to estimate the limit loads for test
components. Use of the mass-acceleration curve to set the limit loads would
be similar to the technique used by Murfin [5]. However, the mass-
acceleration curve is usually very conservative and is often replaced by the
results of a low frequency transient coupled loads analysis later in
spacecraft programs. Both the mass-acceleration curve and coupled loads
analysis are generally limited to frequencies below 50 to 100 Hz. At the
high frequencies, the limit forces may be calculated using infinite system
structural impedance analyses [9] which are identical to those used by the
VAPEPS computer code to predict structural vibration transmission. Scme
extrapolation of these approaches will be required in the mid-frequency
range. It is planned to investigate all of these techniques for generating
the random vibration test limit forces for the TOPEX program components.
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STATISTICAL ENERGY ANALYSIS MODELING OF
NON-STRUCTURAL MASS ON LIGHTWEIGHT

EQUIPMENT PANELS USING THE VAPEPS PROGRAM

Melissa L. Slay
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, CA 91109

The random vibration environment of equipment
mounted on a panel can be predicted analytically
using the VAPEPS (VibroAcoustic Payload
Environment Prediction System) program. This
program uses Statistical Energy Analysis (SEA) to
calculate average structural responses to
acoustic loads. However, SEA theory is not
specifically geared for the analysis of equipment
components, and the standard method of modeling
these components (as non-structural panel mass)
has led to overly conservative predictions. This
paper discusses some of the reasons this problem
occurs, and presents an alternative modeling
technique. Comparisons of these two modeling
methods are then shown against actual test data
for several flight projects.

INTRODUCTION

Establishing random vibration design and test requirements for
panel-mounted equipment on aerospace structures first requires
knowledge of the response of the equipment panel itself to high
frequency acoustic loads. This response then establishes the random
vibration environment of the mounted equipment at the panel interface.
The panel response can be determined analytically by the VAPEPS
(VibroAcoustic Payload Environment Prediction System) program, which
incorporates Statistical Energy Analysis (SEA) to predict structural
responses to acoustic excitation. The SEA technique utilizes energy
balance equations (energy into an element equals the energy out of the
element) to arrive at a spatially averaged response of the element
over a specific frequency bandwidth. Elements are defined by their
average physical properties, which means that a layered panel or a
panel with ribs must be modeled as a homogeneous plate with
equivalent properties. A factor can then be added to the predicted
average response to account for the spatial variation across the
panel.

Components mounted on a panel are not easily modeled as SEA
elements, since SEA elements typically have characteristic 04mensions
that are large compared to the acoustic wavelengths of interest.
Candidate methods of modeling the equipment are (1) to assume that the
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components are non-structural and share some fraction of the response
of the unloaded panel; and (2) to assume that the components change
the structural properties (stiffening, damping) of the panel and
incorporate these changes when defining the equivalent panel element.

NON-STRUCTURAL MASS ASSUMPTIONS

The usual method of accounting for the equipment mounted on a
panel assumes that the equipment is non-structural. This means that
the equipment is assumed to have no stiffening effect on its
supporting structure, will store energy as a rigid body only, and will
not dissipate energy. When the SEA model is built using the VAPEPS
program, the non-structural mass (equipment mass) is specified in the
panel parameters. It will have no effect in the SEA power balance
calculations. Instead, it will be used as part of a scale factor to
attenuate the panel response, given by:

(aloaded panel )2 = mstructural (aunloaded panel )2

mstructural + mnon-structural

where: a = acceleration
m = mass

This equation, which is based on the idea of energy sharing between
the panel and equipment, works well for lightly loaded panels. In
cases where the panel equipment loading becomes large, empirical data
show that the non-structural mass assumptions become invalid.

INCORPORATING EQUIPMENT MASS STRUCTURALLY

One method of working around the non-structural mass limitations
is to assume a portion of the equipment mass is an extra layer of the
plate, and calculate structural parameters for an equivalent,
homogeneous plate. Equivalent structural parameters are often
calculated for built-up plates (such as honeycomb panels with face
sheets or ribbed panels) so that a SEA prediction can be made. This
is done by matching bending stiffness ("EI") , mass, critical
frequency, and longitudinal wave speed to obtain an equivalent
thickness, mass density, Young's modulus, and surface mass density.
The VAPEPS program has a runstream that performs these calculations
based on the user-defined layers of the panel. For the models
described later in this paper, we defined the equipment mass layer by
smearing a portion (half) of the total equipment mass into a very thin
(.001 inch) homogeneous plate layer with the same surface area as the
equipment panel and no stiffness. This definition was based on
intuition alone, and used only as a rough estimate of the actual
structural characteristics of equipment loads.



VAPEPS MODEL VERIFICATION ACOUSTIC TEST

A recent acoustic test was run at the Jet Propulsion Laboratory
(JPL) to measure the responses of a panel under different mass
loadings. The panel tested was a former flight spare for the Delta
Star UVIE Instrument Pallet, and was configured in the following ways:

Configuration 1: loaded with 20 times the pallet mass (230 lbs)
Configuration 2: loaded with 10 times the pallet mass (115 lbs)
Configuration 3: loaded with 5 times the pallet mass (58 lbs)
Configuration 4: unloaded

The loads were simulated by steel blocks, located as shown in Figure
1. These blocks were bolted to the panel through spacers which
eliminate some of the stiffening effect of the mass (as opposed to
the blocks being bolted directly to the panel). The panel was
suspended in the JPL reverberant acoustic chamber and tested at five
noise levels: 137 dB overall (OA), 143 dB OA, 146 dB OA, 149 dB OA,
and again at 137 dB OA. Thus far, the data from 16 accelerometers
during the runs at 146 dB OA have been analyzed and converted to one-
third octave band acceleration spectral densities. These
accelerometers were located normal to the pallet as shown in Figures 1
and 2. The one-third octave band responses from the 16
accelerometers were averaged for each configuration and compared.
Figure 3 shows that there is little difference between the responses
for the three loaded configurations across the frequency spectrum, and
all four configurations tend to converge above 500 Hz. This same
trend was also observed when only the four accelerometers mounted at
the bases of the masses were averaged and compared.

00

00 01 0

0 0 00 0 0

___________f mas _ __ __ __o 1 0a

3

mas 10 0 02 0 10 o o_

0 00 o 0o;0 0

Figure 1. Delta Star Pallet (side 1) Mass Simulator and Accelerometer
Locations (e = accelerometer location)

39



- - - - - - - - - -- - - - - - - - - - - - - - - - -

Figure 2. Delta Star Pallet (side 2) Accelerometer Locations (
accelerometer location)
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Figure 3. Delta Star Pallet Responses, Developmental Acoustic Tests
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Responses from a previous protoflight acoustic test of the same
panel loaded with actual equipment were then compared to the panel
responses from the Configuration 2 developmental test, since the
actual equipment had approximately the same weight (110 lbs) as the
steel blocks used in Configuration 2. The average of seven
accelerometers mounted on the pallet (as shown in Figure 4) during the
protofliaht test were used for the comparison -h':wn in Figure ;. The
response of the panel loaded withi actual equipment remains much lower
than the unloaded panel's resporse (Configuration 4) throughout the
frequency range, unlike the response of the panel loaded with steel
blocks. This discrepancy is believed to be caused by some basic
differences in the structural characteristics between actual equipment
and mass simulators. These structural characteristics are compared
with each other and with the VAPEPS non-structural mass assumptions
below:

Actual Equipment Mass Simulator VAPEPS Assumption

Stiffens
supporting sometimes sometimes no
structure

Stores energy
as a rigid no yes yes
body

Stores energy
as an elastic yes no no
body

Dissipates
energy yes very little no

This shows that actual equipment can store and dissipate energy while
mass simulators cannot, which could cause the response differences in
Figure 5.

S- 0 Horizon
* Sensor

Telescope - __

Ffte , Camera HVPS
iWheel

S Interace Electoni rPower :OA oi
Disib n Electronics, Sensor

Figure 4. Delta Star UVIE Instrument Pallet Accelerometer
Locations (e = accelerometer location)
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Figure 5. Delta Star Pallet Responses (Developmental and Acoustic
Tests)

Figure 6 compares the VAPEPS SEA predictions with the acoustic
test data (shown in Figure 5). The prediction of the unloaded panel
response agrees reasonably well with the data in frequencies above 630
Hz, which is the low frequency cut-off due to the panel's small modal
density. However, the prediction of the panel loaded with non-
structural mass shows a large over-prediction in frequencies below
1000 Hz, which is not seen in the unloaded case.

- -. ]5 ,.--. ... . . . .-

S -/ r ,5-

S : ---- . .. __ _- - -_ - - .-

-VAPEPS prediction unloaded panel;
< -test lata (unloaded paneli

.. .. 'APEPS predicticn lO0 'us)
test lata i110 lbs)

FijuLe 6. Delta Stdr Paliet Responses (Developmental and Acoustic
Tests) and VAPEPS Predictions
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VAPEPS MODEL COMPARISONS

Several flight projects from JPL, Fairchild Space Company, and
GE Astro Space Division (ASD) were used for modeling comparisons of
the two previously discussed techniques of accounting for equipment
mass. Overall, the predictions using the non-structural mass method

L~t~ I~i~ AAJ~ qt~i~isbut beca~ie Zi~itu Liit_

actual response above about 1000 Hz. The predictions using the half
structural/half non-structural mass method usually agreed well in low
frequencies, but over-predicted more than the first method above about
1000 Hz. Tlis is because the second method forces the panel's
critical frequency to be calculated as higher than it actually is.
Modeling methods that kept the critical frequency constant were
attempted but with very poor results.

The models used were simplified flat ulate/acoustic space models,
and were not refined against the test data. Also, corrections were
not made to account for the effects of the equipment components on the
panel structural damping, since they are not fully known.

Delta Star UVIE Instrument Pallet - JPL

This pallet, previosiy shown in Figure 4, is made of 40 inch x
24 inch aluminum face sheets with an aluminum honeycomb core, and was
loaded with equipment weighing approximately 110 lbs. The two VAPEPS
predictions are shown in Figure 7 compared with the average of the
data from the seven accelerometers normal to the pallet.
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Figure 7. Delta Star Pallet Responses and Predictions2e-!1 tes dat



Multiple Mission Spacecraft Communications and Data Handling (MMS
CADH) Module - Fairchild

This spacecraft consists of five panels that form a box with one
open side. The equipment is mounted primarily on the base panel,
which is made of 47 inch x 47 inch aluminum face sheets with an
aluminum honeycomb core and loaded with approximately 180 lbs of
equipment. The two VAPEPS predictions are shown in Figure 8 compared
with the average of data from four normal accelerometers from three
separate, identical acoustic tests.
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o. 000- non-structural sm methodhalf atrucutral/half non-structural mass method
<Se-OS test data
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1/3 OCTAVE BAND CENTER FREQUENCY - HZ

Figure 8. MMS CADH Response and Predictions

Multiple Mission Spacecraft Modular Power Subsystem (MMS MPS)-
Fairchild

This spacecraft is identical to the MMS CADH module, except that
its base plate is loaded with 400 lbs of equipment. The two VAPEPS
predictions are shown in Figure 9 compared with the average of data
from five normal accelerometers from three separate, identical
acoustic tests.
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Figure 9. MMS MPS Response and Predictions

SATCOM-K - GE ASD

This satellite structure consists of eight panels forming a box
shape. Three of these panels were used in this analysis, all of which
were made of aluminum face sheets with an aluminum honeycomb core.

Antenna Panel

This panel is 83.5 inches x 60.5 inches and loaded with 155 lbs of
equipment. The two VAPEPS predictions are shown in Figure 10 compared
with the average of data from 12 normal accelerometers.

Northwest Panel

This panel is 51.2 inches x 38.2 inches a 1d loaded with 89 lbs of
equipment. The two VAPEPS predictions are shown in Figure 11 compared
with the average of data from five normal accelerometers.

Northeast Panel

This panel is also 51.2 inches x 38.2 inches, but is loaded with 100
lbs of equipment. The two VAPEPS predictions are shown in Figure 1?
compared with the average of data from six normal accelerometers.
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Figure 12. SATCOM-K Northeast Panel Response and Predictions

SUMMARY

This analysis has shown that the SEA non-structural mass
assumptions do not adequately describe large mass loadings on
lightweight equipment panels. Therefore, building a SEA model of
this type of panel requires that special techniques be used to account
for the equipment mass. As seen here, assuming that a portion of the
equipment is actually part of the panel structure yields better
results.

The amount of mass that should be considered structural is not
uniquely defined. If test data from a similar baseline structure are
available, then the baseline SEA model should be refined against the
data, and a VAPEPS extrapolation prediction should be made.
Otherwise, judgement based on the trends shown here or previous
modeling experience will have to be used. In either method,
consideration needs to be given to what type of mass loading is on the
panel, since panels mounted with mass simulators have been shown to
have higher responses than panels mounted with actual equipment. The
method in which the equipment components are mounted should also be
considered, since a panel with a box bolted at several locations
around its perimeter will be stiffer than a panel with a box bolted at
only four corners.
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FUTURE WORK

Although assuming half of the equipment component mass loaded on
a panel is structural in nature has shown adequate results, there are
still several areas that should be examined in detail. First, further
acoustic testing should be performed with actual equipment in
different configurations. This should include different types of
equipment with different mountings to simulate a flight-like panel as
much as possible. Then the results from this test could be compared
to those from the test discussed previously in this paper. Second,
accurate damping measurements should be made so that actual damping
values can be obtained. Third, additional methods of modeling
equipment components should be investigated and compared with data.
The best method or methods of those investigated should be refined and
then incorporated into the VAPEPS program. This would eliminate the
guesswork currently involved with this type of modeling, and give the
program user a more consistent analysis method.
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STRESS ESTIMATION AND STATISTICAL ENERGY
ANALYSIS OF THE MAGELLAN SPACECRAFT SOLAR

ARRAY USING THE VAPEPS PROGRAM

Gloria A. Badila' and Valerie C. Thomas
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, CA 91109

Large, lightweight aerospace structures may experience
significant acoustically induced stresses during launch
vehicle liftoff and ascent. A technique for estimating
the magnitude of such stresses is included in the VAPEPS
(Vibroaccustic Payload Environrment Prediction System)
Program. The technique may help to identify structural
design deficiencies and is particularly useful when a
finite element analysis has not been performed or when
insufficient acceleration and strain measurments fron
an acoustic test are available. The VAPEPS stress
analysis is also easier and less expensive to perform
than a finite element analysis. This paper describes
the application of the VAPEPS stress estimation
technique to a large spacecraft solar array panel and
compares the analytical results with measured test data.

INTODUCTION

The Jet Propulsion Laboratory, under the sponsorship of NASA and the
United States Air Force Space Division, has the responsibility to maintain
the VAPEPS Statistical Energy Analysis (SEA) conputer program and to
independently validate new prediction methodology. Lockheed Missiles &
Space Ccmuany, the VAPEPS software developer, has incorporated routines for
estimating the acoustically induced stresses in simple panel and cylindrical
structures [1]. IMSC has also performed an empirical validation of the
method using a large right-circular cylinder and a simulated solar panel as
a test specimen [2]. An analysis of a Magellan spacecraft solar array,
described in this paper, has been performed by JPL to provide an independent
verification of the VAPEPS stress prediction method.

Magellan, which is being managed by NASA/JPL, is scheduled for launch
aboard the Shuttle in April 1989. Its mission is to perform extensive radar
mapping of the planet Venus. The Magellan solar arrays were chosen as good

iGloria A. Badilla is an employee of Syscon Corporation, under contract
to the Jet Propulsion Laboratory.



models for validating the VAPEPS stress estimation technique for several
reasons. The arrays are large (100 in. x 100 in.), lightweight panels,
representative of the types of structures for which the technique was
specifically developed. Also, an extensive, well documented test program
was performed on the solar arrays. Numerous acceleration and strain gage
measurements were made during assembly level acoustic testing of test
article solar arrays.

The VAPEPS stress estimation method is based on a derived ratio of the
spatial averaged, mean square stress to the spatial averaged, mean square
displacement of the structure. The approach described in this paper is to
first use the VAPEPS program to develop a SEA model of the solar panel and
to carpare the predicted acceleration response to data measured during an
assembly level acoustic test of the array. The measured and analytically
predicted acceleration resporses are then used to estimate the space
averaged, mean square stresses in the array. Results are comared to
calculated stresses from measured strains and some onclusions about the
VAPEPS approach to stress estimation are discussed.

VAPEPS SEA AND STRESS E]STIMATION TEOWIQUES

VAPEPS SEA Prediction

The VAPEPS method for predicting the theoretical vibration response of
a structure to a known acoustic excitation is based on SEA. This method
works well in the high frequency regime and can be combined with finite
element analyses which tend to become computationally intensive at the
higher frequencies of interest. The implementation of SEA incorporated in
the VAPEPS program is described in a set of reference manuals [3]. Briefly,
the assumptions upon which the method is based can be summarized as follows:

1. Excitation forces are random, steady-state and uncorrelated.

2. Coupling between different SEA elements (mode sets) within the
system being modeled is linear and uniform within a frequency
band. Coupling is also assumed to be conservative in that no
coupling damping is included.

3. The energy is uniformly distributed among the modes of a given
frequency band (equipartition of energy).

Given these assumptions, steady state energy balance equations can be
written which relate the average energy in a SEA element to its average
response. For a large plate-like structure (such as a solar array) VAPEPS
only caupites the energy of the bendi--g modes. These modes tend to dominate
the vibroacoustic response of most lightweight aerospace structures. The
output fram a VAPEPS SEA prediction consists of spatial-averaged, mean
square accelerations, in one-third octave bands, for each element in the
model. Since these results are averages over time, space and frequency, the
accuracy of the boundary conditions and geometric and material properties of
the structure is less significant than it would be for a finite element
analysis.
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VAPEPS Stress Prediction

In addition to the basic SEA assumptions of equipartition of energy and
the secondary importance of boundary conditions, the stress estimation
technique requires other assumptions regarding the dynamic behavior of the
structure. The VAPEPS equations relating the spatial-averaged mean square
in-plane stresses to the spatial-averaged mean square displacements (or
accelerations) in a structure are based on the generalized plane stress
theory of linear elasticity [4]. Fig. 1 illustrates a simple plate element
under plane stress conditions and shows the normal and shear stresses that
are calculated by VAPEPS. In this case, the thickness of the plate must be
small compared to its other two dimensions and the out-of-plane components
of the stress tensor (TXZ, TyZ, J Z, etc.) are negligible or zero. Simply
supported boundary conditions are also assumed to make the mathematical
expressions tractable.

Z

X' Icy nrm~l~al stresses
a T)~ shear stress

OY at = plate dimensions
Sh = plate thickness

(h<<a, h<<b)

Figure 1. Flat Plate in State of Plane Stress

The VAPEPS procedure requires either empirical or predicted mean square
acceleration responses to calculate the spatial-averaged mean square in-
plane stresses for each mode. The modal stresses are then sunrmed over each
one-third octave frequency band. The overall root mean square stresses are
just the square root of the sums of the modal stresses. Details of the
analytic procedure are set forth in Refemc [2]. The process has been
autoated for flat plates and cylindrical shells in the VAPEPS software and
is transparent to the user. The only inputs that are required are the
physical properties of the structure and one-third octave band mean square
accelerations.

The VAPEPS developer emphasizes that this technique should only be used
to estirate the order of magnitude of stresses in a structure to identify
cases which may require more detailed dynamic analysis. Additional
correction factors may be needed to scale the average predicted stresses to
account for spatial variances.

EXPERIMENTAL INVESTIGATION

The Magellan solar arrays, shown in Fig. 2, are approximately 100
inches in width by 100 inches in length. Each array consists of an aluminum
honeycomb core, 1/2 inch thick, with 0.009 inch aluminum face sheets. For
strengthening, a strongback, which is a U-shaped aluminum bracket, runs down
the length of the panel in the center.

The panels were instrumented with accelercmters and strain gages
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Figure 2. Magellan Solar Array Structure
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during the Assembly Qualification Test. Actual flight hardware was not
used. Test article solar arrays with mass simulated electrical and thermal
subsystems were employed. Fig. 3 is a plot of the average microphone sound
pressure levels recorded during the test. Figures 4 through 6 show the test
configuration and instrumentation locations. Eta from 54 response
aocelerometers, located on the solar array and support structure, were
recorded during the test. Fourteen accelerometers mounted normal to the
solar arrays were judged valid for comparison with the VAPEPS acoustic
response prediction (4y, 5y, 8y, 9y, 10y, lly, 12y, 14y, 15y, 18y, 19y, 20y,
22y, and 23y). The average of these acceleroeters was used as an input for
the VAPEPS stress prediction calculation. Five strain gage rosettes were
used for the stress verification.

The test data were recorded on analog tape and then digitally
processed. Microphone time histories were converted to one-third octave
band pressure spectral densities in units of dBs (re 2x10 - 5 N/m2 ).
Accelerometer data were digitized into one-third octave band acceleration
spectral densities in units of G's squared per Hertz. Strain gage data were
reduced to one-third octave band strain spectral densities in units of
micro-inches/inch squared per Hertz. Stresses in the X and Y directions
were then calculated from the measured strains. The stresses were
calculated in two ways. The first calculation assumed uncorrelated strains,
(all cross product terms were neglected); the second method assumed
correlated strains, (cross product terms were included).
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ANALYTICAL PREDICTIONS

Eguivalent Panel Generation

The VAPEPS software includes a routine (RUN=EQPL) that calculates
parameters for an equivalent isotropic, hcmogeneous, panel given the
properties of the actual panel. The actual panel can include stiffeners and
multi-layers of different materials. The bending wavespeed of the original
panel is kept constant for the equivalent parameters calculated for the SEA
predicti=n.

Two separate SEA models of the solar array were developed. The two
models reflect the differences in structural behavior at low and high
frequencies. These differences are due to the stiffening effects of the
strongback. For the low frequency range (below approximately 100 Hertz),
the strorback stiffens the panel. The strongback is incorporated as
support beams in the calculation of the equivalent panel parameters. At
higher frequencies (above 100 Hertz), the strongback does not affect the
stiffness of the structure since the bending wave lengths are small in
ccaparison to the size of the panel. Above 100 Hertz, the 2 halves of the
panel vibrate independently. The core and face sheets are the only
structure that is involved in this frequency range. The strongback is not
included in the equivalent panel calculations used in the high frequency
model, but is i',.luded n the SEA prediction as non-structural mass.

SEA Prediction

Two SEA models were created using these two sets of equivalent
parameters for the high and low frequency ranges. In both cases, there were
t;o SEA elements, an external acoustic space element and a skin element.
Both SEA models allowed for excitation and radiation on both sides of the
panel. The input excitation was the same for both models and is shown on
Figure 3. The damping loss factor (DLF) was set equal to 0.1 which
corresponds to a fraction of critical damping of 0.05. A pivot frequency
(PIVOTFR) of 250 Hertz was used, which is recommended by the VAPEPS
developer based on their experience and historical data. This decreases the
damping aus a function of 1/frequency with damping being 0.1 at 250 Hertz.

The full panel was modeled in the low frequencies. Solar cells,
wiring, etc. were added as non-structural mass (ASMS). Since the strongback
was already incorporated into the model during the equivalent panel
calculation, no edge discontinuities were included for the strongback. Only
the full perimeter of the array was used for edge discontinuities (PATA).

VAPEPS uses coupling-loss factors that are based on the assumption that
the panel is baffled. The panels are unbaffled in this example. This
affects the coupling-loss factor calculations below the coincidence
frequency [5]. The copling-loss factors were therefore adjusted to allow
for an unbaffled panel. The calculated coupling-loss factors below
coincidence for the simply-supported panel were multiplied by the ratio of
the center frequency to the coincidence frequency. At coincidence, the
coupling-loss factor was divided by two. These new loss factors were used
for the prediction for the law frequency model. Coincidence for this model
was at 221 Hertz.

The high frequency model considered only half of the panel because the
two symmetrical halves were expected to vibrate independently above 100
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Hertz. One-half of the strongback was included as additional non-structural
mass. The perimeter of the half panel was used for the PATA value.
Adjustments similar to the low frequency model were made to the coupling-
loss factors. Coincidence for this ndel is at 600 Hertz.

Stress Prediction

Two stress predictions were performed. The first prediction used the
acceleration response data from the Solar Array Assembly Qualification Test.
The second prediction used the acceleration response predicted by VAPEPmS.
An equivalent hoogeneous isotropic thickness was calculated for a solid
panel by maintaining the moment of inertia of the honeyccmb panel. The
surface mass density was the sum of the mass densities for each panel layer
plus the surface mass densities of the solar cells and wiring. The modulus
of elasticity used was that of aluminum. The methods of calculating these
parameters are similar to those used by Lockheed when they performed their
verifications [2].

The stress prediction routine calculates the actual modal frequencies
for the panel. Scue frequency bands above the panel first resonance may not
contain any modes. The prediction will show zeros for the calculated
stresses within the bands that contain no modes. This mainly occurs in the
lower frequency bands where bandwidths are smaller.

CEMPARISON OF ANALYTICAL AND EXPERNEIAL RESUMS

SEA Prediction

Th. _- i of the VAr.S SEA predictions of the acceleration response
of the panels are presented as one prediction (Fig. 7). This is a
combination of the high frequency and low frequency models. The two
predictions were cambined at 100 Hertz.

The predicted results are slightly conservative across the spectrum
except below 50 Hertz and above 600 Hertz. The over prediction below 50
Hertz is due to the lack of modes available for a good statistical
calculation. SEA predictions are not valid where the number of modes is
small; this model is considered invalid below 50 Hertz. The discrepancy
above 600 Hertz, where the response is under predicted by as muct as 7 dB,
is believed to be caused by the following:

1 . Non-linearities in the panel response which were noted during
modal surveys. These non-linearities were attributed to the slop
in the interface fittings used to support the panels during
testing.

2. The accelerometers used to determine the spatial averaged
response of the panel were located mostly near its edges, corners
or areas where high responses were predicted from a finite element
analysis. The measured data may therefore not be representative
of the true rns acceleration. The measured accelerometer data are
enveloped by the 95th percentile prediction.
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Stress Prediction

Both measured accelerations and accelerations predicted using VAPEPS
were used as inputs to the stress model. Figures 8a-8d are a coparison of
the predicted stresses to the calculated stresses from the measured strains.
Shown are the comparisons of the stress predictions in the X and Y
directions using the accelerations fram the VAPEPS SEA prediction and the
average of the measured accelerations fram the Solar Array Assembly Level
Test. Two sets of calculated stresses fran the measured strains are
presented on each plot. They are the extreme cases for the data analysis.
The upper curve is the correlated case and the lower curve is the
unc rrelated case. As expected, the stress prediction using predicted
accelerations is conservative in the low frequencies since the accelerations
wete ----- -rvative. The stress levels predicted using measured accelerations
compa. oetter to measured stresses, although they were also conservative
in the lower frequency bands. Again, this could be partly due to the
effects of non-linearities in the support frame attach points. Also, the
five strain gage rosettes were located in the center of the panel and may
not be representative of the t .e spatial average. This could be the
explanation for the discrepancies between the predicted stresses to the
calculated stresses fram the measured strains. Table 1 is a listing of the
overall stress levels in PSI rms. The overall stresses for the two
predictions using the different acceleration inputs, and the calculated
stresses fram measured strains fram the correlated and the uncorrelated data
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reductions are listed for both the X and Y direction.

Table 1

Comparison of Overall Predicted Stress Levels
to Overall Calculated Stresses fron Measured Strains

in PSI rms

Direction

x Y

Predictions

using VAPEPS predicted 1.59x103  1.45x103

accelerations

using measured accelerations 1.34x103  1.33x10 3

Calculated stresses from

measured strains

correlated 7.77x,02  9.15x102

uncorrelated 6.00x102  7.62x,02

GNCSICUIONSREQ1 DATIONS

The stresses calculated using VAPEPS are within approximately a factor
of two of the calculated stresses from measured strains within the solar
panel. A thorough understanding of the assumptions used in SEA and the
VAPEPS stress routine is necessary to be certain that models are developed
which adequately represent the actual system. Large variances in structural
parameters such as damping, non-structural mass, boundary conditions, and
frequency dependent characteristics can significantly affect the response of
the structure. If these effects are not accounted for in the prediction,
the results will not be valid. The low frequencies are most affected by
these structural parameters.

For the most accurate prediction of overall stresses, it is r-ema ed
that a stress prediction be performed with actual measured acceleration
data. Should this not be available, using the responses calculated from a



X DIRECTION

I --- c.. . . . . . . .... .

C . .-------

XX

z 'c '20N

.20 '9-

-' .-

1 12

so :0 200 -:0 ]co -:Cc
__0 -:cx '-Cc 0 :cc

rE LUENC ,.'z ) ;EX E NCY :"z)

Y DIRECTION

';:: E CLEED EE_5 - N::.mZE . . .. ~ tE TE5E ,:z~~EiASYEO S2QESSES - ::K E - - L - - _

5000

N\ \

_ - -'-..

C2

_____- Ns

2 2--. - 2

-~. '8x "-,o so3 ' 2CC 50 x 20 5-0 000 _00
.aE: INCY : z) r JENCY ( z)

Figure 8a-d. Ccmarison of VAPEPS Stress Preictions to
CalcIlated Stresses frcn Measured StraJns

Fran Magellan Solar Array Assenbly Level Acoustic Test



VAPEPS model which has a high confidence level of accuracy is appropriate.
VAPEPS has the capabilities to do predictions by extrapolation. This method
uses information frai previous flights or tests that are stored within the
VAPEPS Global Database, or a database at a local site. This method predicts
acoustic responses which have a high confidence level of accuracy.

The stresses predicted by VAPEPS for the Magellan Solar Arrays are
adequate to show whether further analysis is required. The predicted
stresses from VAPEPS give a slightly conservative approximation to the
overall stresses. For all predictions, it is reconmended that a FEA
analysis be performed to the first few modes. This is a good supplement to
the SEA prediction which is not accurate in the low frequency regime where
there are not many modes.
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Back to Back Calibration
Calibration bv Comparison

Accelerometer Eactronic
to be V0 Voltmeter

Calibrated etc

2432
Conditioning

Amplifiers
Refei ence Type 2626 s, S

Vi brati or
Al sin ,t

Fi. . Principle of' the hac': -ru-hac k calibration technique

Back-To-Back Calibration Using FF1 Analy.sis

The advent of the dual-channel analvier (with built-in broad-band random) noise generator) enables
relatively fast frequency response iUnction ( magnitude and phase) measurement. Consequently, the sensitivities of'
tswo accelkrometers can be compared hy using a Dual-Channel Signal Analvi/er to measure the ratio of their
outputs. By feeding the output frorn the standard reference accelerometer to the channel A input, and the output
fromt the test acceleromecter ( DUT) to the channel B input, the relative sensitivity of' the 1)1) can be presented on
the analvzer's di splay screen as a frequenc\ response function (magnitude and phase).

Calibration bv substitution

In practice, it has proved advantageous. with regard to accuracy, to emnploy the I IT-based back-to-back
calibration miethod, using the calibration by substitution technique, which eliminates channel mismatch and gain
errors.

The calibration bN substitution technique. w~hichi is based on the principe showrn in Fig. 2, insolkes niAing
two measurements. The reference measurement, in which a x"orking standard accelerometer is calibrated aeaiinst a
standard reference accelerometer. is stored. Then the DIJI is calibrated against the %%orking standard, producing a
frequency response function measurement, w~hich is comnpared to the stored mieasurement. The korkinge standard
remains fixed to tche exciter head. The standard reference accelerometer and the I)UT ire indivdually compared
to the .orking standard. The charge sensitivits of the unknow~n accelerometer is, then calculated as, follow~s:

N,~~~ (/ r S,) xIf )

\A, here S, I,, i the charge sensiti vii of' the test acceleromecter

N, f isthe -ha rue sentis t of th stnard reference accelerometer

S, 0 /Is thc charge sensitivty oif the %korkine ,tm-lard accelerometer for the mceasurenient

1/.1 /Is the frequec\ response function for tic lest ;iccelerotiitr relative to the \\oirkIn standard.

Hl f )is, thle Ireq uenc\ respo nse lunio 'n !or thle sta ncarcl reference aiccelerometer rclat is e to thle ss orki tiv
tandrid aicccleri oticr

thec ratio /1,t 1 t l/,t ft cit lie loictic directl Is 0rom the CCLuAliied ireqluenc\ respoinse hinctioni, this Is aI
poi-[rocssing liiric.tion oft the aitlits/cr. o Itich C Iillitcs the ciimples raio bets' cci the m(%icijrccl iticl stored
I rcqticnc% respiiic funcidot,,.
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Fig. 2. Principle of the hack -to-bakk calihratiem hi xsuhxzuuliti technliqUe

CALIBRATION SYSTEM

The calibration system shov~ n in Fig. 3 has been designed to achieve thle goals listed in thle introduction.
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Hligh. consistent accuracN

To atchieve this major goal at number of preccautions hit,,heen taken.

1.The above mentioned calibration h), substitution meitlhod using random-noise ecwit on P, usecd. This L'i\l it

full frequency response function (XO t()AM60) lines) in about the sainic time as, one or t ~ o poini, ,%Ih
traditional methods. The substitution removes the dependence on gain of all the lr.ni runicnts but one- a
precision attenuator.
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2. Verification
To obtain VALID calibrations (i.e. data which can be stored in the database. A printout clei!ly marked NOT
VALID can however always be made) three conditions must be fulfilled:
a. The system must be warmed up (1/2 hour)
b. A System Verification must have been performed.

This consists of 10 consecutive one minute measurements on a reference standard transducer. The standard
deviation of the measured sensitivities of the reference frequency must meet strict tolerances (e.g. less than
6,21,, ). A flow chart is snown in Fig. 4.

c. A Standard Verification must have been performed.
This is a comparison of two reference standard accelerometers at the reference frequency. If they' do not
compare as specified within strict tolerances (e.g. 0,5" ) changes are that one of them has changed for
whatever reason.

3. Coherence is measured during verifications (to very strict tolerances) and during calibration to guarantee that
the signal to noise level is sufficiently high, that no spurious signals are present and that the transducer is rea-
sonably linear.

4. Corrections taking into account the frequency dependence of the reference standard sensitivity and the
different mounting conditions can be made automatically.

Reduced Operator Dependence

The operator is relieved from all the operations which could be computer-controlled i.e.

Retrieval of test specifications
Analyzer set-up
Input selection
Attenuator selection/bypass
level adjustment
Report preparation and writing
File Keeping

Furthermore, the computer prompts all necessary operations and checks most manual settings.

Therefore the operator can concentrate on sonic of the crucial operations in vibration transducer testing,:

Inspection of transducer mounting surfaces
Inspection of transducer con nectors
Proper mounting
Propcr cable conncction ad mounting
Proper labelling
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3. Calibration Measurements
A calibration giving 1550 measurement points is performed in 2 3 minutes.

I ne duration is mainly determined b the averaging over 64 spectra at low frequencies. This is a fundamental
limitation ( Bandwidth x Time) which cannot be circumvented by any method. The time to do the same

measurements manually would probably be at least 100 times longer (but maybe fewer points were
acceptable).

4. Report preparation and writing

Only the serial number of the transducer has to be typed in, after Mhich the calibration report can he
downloaded into a print spooler in a few seconds, and the system is ready for the next measurement using

spare time to print the report simultaneously.

Again this would take 10 to 100 times longer, if not more, to do manually, even on a pre-printed chart.

From the above it can he seen that the total time is reduced at least by a factor of 10, and that further re-
duction possibilities are limited.

(ONSISTENT I11 iiLOSO)ItY

In many calibrations a certain amoupt of personal judgement arc used to determine Mhether a transducer
can be accepted or not.

By entering acccptance/rcjection criteria in the computer database no personal judgement and differences
in judgemen t from day to day or from person to person will alter the decisions.

This provides a consistent philosophy.

DIAT.ABASE MANA(;FIMENT CAPABILITY

Tfhe database contains the Iollowving information:

Reference Standard Transducer spccifications
Iran,mduccr tcst spccifications
Sxstcm I sers. their pass v.ords and securil level
Sxstcni activitx entries, verifications and calibrations
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Calibration Results

A number of possibilities to sort or select these data are provided to permit easy access to viek or print out
the content of the database.

Backup and filing functions are provided and a rcstructuring function permits optimum use of the available
hard-disc memory.

CONCLUSION

Automation of vibration transducer calibration is a reliable w av to make the calibration laboratory fulfil
the primary goals of high consistent accuracy, large throughput, consistent philusophy and good filing practices.
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AVIONICS ENVIRONMENTAL RELIABILITY
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ABSTRACT

This paper presents progress in developing and demonstrating an analytical
method for evaluating avionics Printed Circuit Board (PCB) and Line
Replaceable Unit (LRU) stress levels and life available prior to failure. The
prediction capability provides vibrational stress assessment based on finite
element modeling of the electronic components, associated avionic boards ana
LRU's. The analytical method is applicable to vibration environments that are
encountered in the service of military aircraft/spacecraft. The objective of
the effort is to provide an analytical capability to ue used by government
procurement agencies to evaluate the avionic designs of avionic suites to be
used by the United States Department of Defense (DOD). The experimental
validation effort conducted by the contractor is presented and discussed.
Progress to validate the structural prediction models through governmental
in-house efforts are also presented and discussed herein.

INTRODUCTION

Studies conducted from the early 1970's through the middle 1980's have shown
that military avionic equipment accounts for 20 - 40% of all maintenance
actions (See References 1 & 2). In the past, assessment and verification of
hardware reliability was generally achieved through testing, both in the
laboratory and in operations. Today, the emphasis is on striving for greater
reliability during the design stage by better defining the environment, and
also by developing an assessment tool so that the design of the system can be
evaluated prior to procurement (See References 1 through 7).

This paper presents the development of a technology to be transitioned to the
avionic procurement community. The objective of this transition is to improve
avionic reliability early in the DOD procurement design process through
innovative applications of computer aided engineering (CAE). The computerized
resource described herein permits the reliability of individual components on
the printed circuit board, or the LRU to be quickly evaluated. In addition,
it is necessary that an effort be conducted to demonstrate that this
computerized capability provides estimates of stress and Mean Time Between
Failure (MTBF) that are within acceptable limits to the CAE user. The initial



steps in validation of these computerized capabilities by performing

correlations of analysis with experimental oata is given in this paper.

PROGRAM PLAN

The Environmental Control Branch (AFWAL/FIEE) of the Vehile Equipment
Division of the Flight Dynamics Laboratory (AFWAL/FI) initiated a program in
1985 which consisted of three contractual efforts which were to: (1) Develop
a computer-aided engineering program to analyze electronic designs for
vibration environments during the Preliminary Design Review (PDR) and Critical
Design Review (CDR); (2) Develop a reliability life model or algorithm for
avionics, based on analysis of existing avionic vibration fatigue data; and

(3) Parallel the above reliability life model effort by developing an
algorithm reflecting thermal cycling environmental stress-related impacts when
imposed on the avionics. The effort related to the vibrational aspects of
this effort have been completed and are discussed herein. Efforts relating to
the thermal cyclic effort are not completed; thus, discussion related to
thermal analysis is not presented in this paper.

VIBRATION STRESS ANALYSIS OF AVIONICS

Studies were conducted by Rome Air Development Center (RADC), NY, and the

Naval Avionics Center (NAC), IN, to select a finite element analysis program
appropriate for modeling avionic packages. Several finite element programs
reflecting the advancements made by 1983 in adapting finite element
computerized analyses towards electronic component/board/enclosure
geometrical/analytical considerations were considered. In light of the above
and additional studies conducted, the candidate capability selected and
purchased by AFWAL/FIEE was a finite element capability identified for use in
analysis of electronic packages as the "Numerical Integrated Elements for
System Analysis (NISA)" computer code (See References 8 & 9).

AFWAL/FIEE then began developing a preprocessor to NISA in the effort
described in the Program Plan given above. This preprocessor was designed to
permit entry of relatively easy-to-obtain descriptive information about the
PCB or LRU to be analyzed. The information that is input consists of board
dimensions and structural characteristics, component locations, type of
component, and all other related data needed. After the information is
entered, the preprocessor constructs the appropriate finite element
representation to be used by the NISA analysis. The finite element mesh size,
arrangement, mass and stiffness lumping is accomplished using engineering
rules embedded within the preprocessor (See References 10 & 11).

A part of the computerized preprocessor development was to include "default"
or typical component "Size/Geometrical/Structural" characteristics for users
who are not familiar with industry Electronic/Fabrication/Integrity standards.
These "default" electronic components and their characteristics are provided
in Figure 1. Details as to lead wire definition is depicted in Figure 2 of
the components considered. The effect of wire dimension (diam+) as well as
the effect of wire bending effects are also reflected in the Fatigue
Relationship curve shown in FiguT 2 2.
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Now, correlations of analyses versus tests were performed by the contractor of
this effort. The Lockheed Company, CA, which developea these computerized
predictive capabilities, selected a flight control avionic LRU used in the Air
Launched Cruise Missile (ALCM) and Ground Launched Cruise Missile (GLCM) as a
test specimen. Multiple axis-vibration tests were performed on the unit (See
Figure 3). The results of this test are shown in Figure 4 (Also, see
References 10 & 11); of importance, the finite element analysis provided good
correlation with test data and the peak values agreed within 15 percent
between test and analysis.

IN-HOUSE VALIDATION OF THE VIBRATIONAL CAPABILITY

Upon receipt of the preprocessor software in late 1986, an in-house effort was
initiated to validate the NISA capability. The first effort undertaken was to
correlate the finite element model against exact solutions provided by
Steinberg (See Reference 3). In addition, this effort included use of the
NASA Structirql Analysis (NASTRAN) computer program for purposes of
correlations with the results from the NISA program, and the results are shown
in Figures 5 through 11. The purpose of the NASTRAN correlation effort was
that this capability is accepted by structural analytical technologists in
government and industry as a standard. It is seen that the correlation for
vibrational frequency f , the vertical axis in these figures, is excellent
between the exact theoretical solution, and the NISA and NASTAN results for
the first 5 modes of excitation.

Reference is now mad, to Figure 5 as the example on how thp exact solution
for each mode of frequency excitation f were obtained. The first moden
solution is defined in the upper left corner of this figure for one fixed
edge. Modes 2 through 5 were obtained by multiplying the result for mode 1 by
adjustment factors given in Reference 12 as a function of the mode excited and
as a function of the number of free edges, supported edges, and fixed edges
restraining the board. This procedure was applied for all modes above the
first for the results shown in Figures 5 through 11. As indicated above, the
correlation of the NISA and NASA results with the exact solution is excellent.

An in-house effort was conducted using the test specimens, as geometrically
constrained by boundary conditions shown in the upper left hand corners of
Figures 12 through 17. These boards were tested while mounted in a rig that
constrained their edges. The rig was then mounted on a shaker and excited
through frequencies from 10 to 2000 Cycles Per Second (CPS). Ten small mass
accelerometers were mounted on the boards with one accelerometer mounted on
the rig restraining the test specimens. The test data was measured and stored
on magnetic tape. Data reduction was performed following the test to produce
time histories of excited modes at the locations of the accelerometers.

Figures 12 through 17 identify the boards as being either composite or steel.
Those test specimens given as composite consisted of copper/fiberglass/copper
layers; that is, the copper outer layers were .003 in. thick while the middle
fiberglass layer was .06 in. thick. The steel boards were .063 inches in

thickness.
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Each board tested had an electronic component located at each of the ten
crosses shown on the boards depicted in each of the figures. The components
consisted of capacitors, integrated circuits (IC), diodes, transistors, and
relays. These components were representative of the component data base
stored in the preprocessor (Also see Figure 1). The electronic components, as
well as the accelerometers attached to the board, were represented as point
masses attached to the board modeled in the NISA analysis performed. The
components mounted onto the board were not representative of any electronic
circuit; that is, there was no wiring attaching the components into a circuit
and none of the components were powered or heated by any external source.

As seen in Figures 12 through 17, the correlation of the NISA analysis with
test data was excellent in so far as the frequency was concerned relative to
the modes excited.

FURTHER VIBRATIONAL RELIABILITY LIFE MODEL CONSIDERATIONS

An extensive open and private literature search was performed to collect data
related to fatigue failures in electronic components, lead wirus, and solder
joints. The fatigue data was identified as being aependent upon the type of
mounting used, such as surface mounted or poked through, and whether a
multi-pin DIP had side brazed leads or bent leads. The types of component
fatigue data identified are delineated in Table 1.

The focus of the technical efforts in this study used the identification and
validation of simplified methods for stress analysis of components mounted on
PCBs. This approach, while technically attractive, could not be fully
validated since the current state of the art is such that direct measurement
of stress/strain in component leadwires is difficult. Despite quantity and
quality problems with the fatigue data collected. it was observed that this
study should be focused upon leadwire and solder joints. A data base was
formulated for the default mechanical properties of each component, mounting
geometry, series of curves and charts that have the stresses and fatigue lives
previously calculated for each component.

As part of this effort, studies were conducted to develop a simplified finite
model for accurately predicting fatigue life of the electronic components. A
PCB can be populated with many electronic components, and modeling each and
evcry component with each and every pin could be time-intensive, because of
the resultant size of the finite element model. The approach used to solve
this problem was as follows: (1) Guidance provided in References 10 and 11
showed that under vibration stress, the outermost pins on a component fail
first provided all the pins/solder joints e of equal strength; (2) The
outermost pins at four corners were modeled in the NISA and preprocessor
separately, and second, third, and fourth pins were lumped and modeled at the
location of the third pin; and (3) The outermost pins' --re assumed to
experience the most stresses and pins closer to the cente -f the critical
ccmponent were assumed to experience the least impact. This approach resulted
in smaller finite element models in the preprocessor, and savings in computer
time. The validation of the analyses through correlation with test data still
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needs to be performed.

The collected vibration fatigue data indicated that there was a threshold size

for most component types. Components smaller than the threshold value were

considered to not fail before a component larger than the threshold, provided

everything else was equal. Using this criteria, critical threshold sizes were

established. The established critical component sizes for vibrational fatigue

are summarized in Table 1. This approach permitted the analysis to be focused

on the critical components rather than in modeling everything. This saved

computing time while not sacrificing accuracy.

CONCLUDING REMARKS

Presented herein is the progress achieved in developing and demonstrating an

analytical development, based upon finite element modeling, for predicting
avionic equipment stress/strain characteristics and the life available in the
equipment prior to failure.

The first effort initiated wns to correlate the analysis with exact soltions
provided for the first mode of vibratory excitation by Steinberg (See
Reference 3) and which was extended to the higher modes by Leissa (See
Reference 12). Included in this effort is correlation of the analytical
method with NASTRAN, a finite element method long accepted by structural
engineers as a standard. The results are shown in Figures 5 through 12. The
correlation of the exact solution with the results from this predictive method
and also NASTRAN are excellent. The conclusion reached was that the
analytical method developed produced good results when applied to homogeneous
plates, or boards, that are free-edged, edge supported, or fixed edged as the
boundary condition. This correlation relates only to the natural frequency
excitation related to the first five modes of excitation. Correlations of
board displacement and/or stress/strain characteristics as compared to the
NISA and/or NASTRAN predictions st:ll need to be shown.

A test was conducted using a composite board and a steel board with 10
electronic components mounted on the board. The results of the tests as
correlated with the frequency prediction of the analysis are shown in Figures
13 through 17. Again, the correlation of the results from the test with
analysis is excellent. The conclusions reached are that the analytical method
developed can be applied to composite avionic boards and that good results can
be expected when the electronic components are relatively small so as to be
represented as a point mass, as was the modeling used in the case here.

Further efforts are needed, and are planned as part of the effort to validate
that this computerized capability provides good results for: (1) Board
displacement (the results shown in Figures 5 through 17 dv not include
displacement as a function of frequency); (2) The electronic component models
as provided by the default representations shown in Figure 1; (3) The
prediction of stress/strain/life when an actual ,omponent differs
significantly from the default representation of the component as given in
Figure 1; (4) The life prediction because of the variations in component
weight, lead wire diameter, board thickness etc., due to tolerance errors



induced by the manufacturing process followed in producing the components and
boards; and (5) The prediction of stress/strain/life as a result of the
simplifying assumptions maae to decrease computation time.

To conclude, a prediction capability has been developed that permits rapid

assessment of vibrational stresses and Mean Time Between Failure (MTBF) of
avionic equipment and LRU's. The capability is computerized, user friendly,
and depicts the equipment being analyzed in color graphics, prior to analysis,
to provide a check reducing the probabilities of erroneous geometric and

electronic component characteristic inputs by the user. The purpose of the
effort is to provide an analytical capability for government procurement

agencies to evaluate the avionic designs of avionic suites. The correlation
of this predictive capability with test data conducted so far is very
encouraging. Please contact the primary author of this paper for further
details for becoming a user of this capability.
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STRUCTURAL VERIFICATION USING MODAL
FREQUENCY TESTING: A NONDESTRUCTIVE

EVALUATION

Thomas F. Drouillard and David N. kie'
Rockwell International Corporation

Rocky Flats Plant
P.O. Box 464

Golden, CO 80402

Douglas K. Gustaveson
Lawrence Livermore National Laboratory

P.O. Box 808
Livermore, CA 94550

An investigation was carried out to study the application
of modal frequency testing as a nondestructive method for
structural verification and bond characterization of a
dissimilar-metal structure joined by solid-state bonding.
Important to the success of this investigation were the
contributions from three disciplines- nondcstructive evai-
uatin, experimental modal analysis, and statistical anal-
ysis. This interdisciplinary effort resulted in a unique
concept of structural verification -- the use of modal
frequency testing to determine the geometrical consistency
of precision parts and to characterize the condition of the
silver solid-state bonds in a beryllium/stainless steel
structure during its manufacture. Two methods of datc
analysis will be presented: one is an overlay of frequency
response measurements to observe macro effects, and the
other is principal component analysis of modal parameters
to distinguish micro effects. The sensitivity of modal
testing to small changes in the mass of a structure will
also be discussed.

INTRODUCTION

The search for a nondestructive test method to evaluate bonded structures
and measure bond strength has been ongoing for nearly four decades. No non-
destructive method has yet been found that can determine the strength of a bond.
If the geometry of the structure permits, ultrasonic test can be used to
distinguish areas of unbond where there is physical separ, However, it
cannot reliably distinguish bond conditions that may vary tight contact
between interface surfaces to a fully metallurgically bonded interface. Conse-
quently, bond testing generally consists of a proof loading test with some
fraction of the samples tested to destruction. For structures with large bonded
areas it is common practice to remove and destructively test many small tensile
coupons. In some cases pressure testing is used to apply more realistic stresses
to tne f,,,lture. for example, to create both tensile and bending stresses in a
pressure vessel or pipc joint.

It has been well known for a long time that whet, btruck -.,-h - hammer the
sound of a structure changes if a crack or other similar flaw is present. 'this
means that the natural frequencies of the structure have been altered, generally



to lower frequencies. Tang and Huang [11 reported that such a phenomenon has
been used for monitoring a variety of engineering structures. Tracy et al. [2]
cite a number of studies since the early 1970's in the use of modal analysis as
a nondestructive testing technique to detect structural damage. They used modal
analysis techniques co investigate the effects of impact damage on the dynamic
properties of advanced composite materials. In the present investigation the
use of a modal analysis technique is applied to the nondestructive evaluation of
a dissimilar-metal structure during its manufacture.

The scope of the investigation encompasses three major disciplines: non-
destructive evaluation, experimental modal analysis, and statistical analysis.
The results of this interdisciplinary investigation are presented in this paper
Discussed are the rationale for applying modal frequency testing to the study
of a bonded structure; the development of the test parameters and sulection of
instrumentation; and the test fixture and procedure used to achieve reproduci-
bility in repeated measurements of a given part and consistency in measurements
from part to part. Also presented are two methods of analyzing modal t,.t data.
One is a composite overlay method in which the frequency response function (FRF)
of a test part is overlayed on that of a nominal part in order to visualize
shifts in individual frequency peaks. This reveals consistency in nominal parts
and identifies parts that grossly differ from nominal. The second and more sen-
sitive method uses a modal analysis technique to identify frequency and damping
values which are then statistically analyzed by a method based on principal com-
ponents to distinguish small differences between parts.

MODAL ANALYSIS TECHNIQUE

The objective of the modal analysis procedure is to accurately identify
modal parameters from measured frequency response functions in order to properly
characterize the dynaric behavior of a mechanical structure. This becomes in-
creasingly important when the analysis is used as a means of nondestructive
evaluation to distinguish structural differences introduced during the manufac-
ture of high precision parts.

To estimate modal parameters from frequency response measurements a number
of computational algorithms have been developed. A theoretical development of
these parameter estimation, or curve fitting, techniques is given by Brown et
al. [3]. To compare the dynamic behavior of one part with another it is imper-
ative to use an estimation technique that is consistent and repeatable, so that
changes observed during the analysis process can be attributed to variations
between manufactured parts and not analysis aberrations. The analysis method
selected for this study calculates modal parameters directly using the partial-
fraction-expansion (PFE) formulation of the frequency response function. A
complete description of the PFE method is given by Gustaveson [4]. The method
does not rely on polynomials for the computation of modal parameters which often
cause numerical instabilities and a divergence of the complete analysis (due to
the excessive order required of the polynomial). Instead, the modal parameters
are computed using a technique based upon the minimization of the least-squares-
error of a set of nonlinear PFE equations (in the frequency domain) utilizing
empirical frequency response data. Evaluating the equations in this manner pro-
vides a significant advantage with regard to numerical stability and increased
accuracy of the modal parameters.

Residual energy, due to modes that lie outside of the measurement frequency
range, is compensated for in terms of residual parameters in the mathematical
model rather than arbitrarily ovcr-specifying the actual number of modes in the
analysis mocel. Analysis techniques that require over-specification, in order



to deal with residual energy, produce computational or fictitious modes as well
as physical modes. It becomes necessary for the operator to sort out and dis-
tinguish which modes are computational and which modes are real, thus giving
rise to the possibility of error. These so-called computational modes are an
inherent by-product of the polynomial-based curve fitting techniques. The PFE
method instills a high degree of confidence in the modal parameters it produces
by avoiding the instabilities of polynomials and by eliminating the need to
over-specify the analysis model.

The PFE analysis method fulfills the nondestructive evaluaLXon requirements
by providing a high degree of accuracy and numerical stability necessary as a
prerequisite for a statistical analysis of the modal parameters. Th- PFE method
is also well suited to a production-like application because it requires minimal
operator intervention.

TEST SPECIMENS

The test specimen selected for this study was a tubc-cr.-plate geometry
comprised of 304 stainless steel with an inserted beryllium ring, joined togeth-
er by silver solid-state bonding. Additionally, four all-stainless steel parts
were made from 304 bar stock. The specimen configuration was approximately 4
inch outside diameter by 3.5 inch inside diameter with a 4.5 inch diameter by
0.5 inch thick base. The overall height was approximately 2.75 inches. Figure
1 is a sketch of the dissimilar-metal test specimen.

The technology of making silver solid-state bonds between beryllium and
itself, as well as other metals, is well documented in the literature [5,6,7,
8,9,101. Therefore, no attempt will be made to discuss the bonding or manufac-
turing processes used here except to report the parameters used in producing the
test specimens.

The surfaces of the component parts to be bonded were coated with pure
silver using a hot-hollow cathode deposition process. The thickness of silver
coating varied from 2-4 mils with the average thickness in the 2-3 mil range.
The component parts were assembled and encapsulated in a thin, form-fitting
stainless steel can. The can was evacuated and then sealed. Bonding was
accomplished in an autoclave at a pressure of 30 ksi and temperature of 6000 C.
The can was stripped from the part, after which the part was machined to the
configuration shown in Figure 1. Automated machining was used to produce
consistency in part geometry. The open end was threaded to accommodate a cap
for either tensile or pressure testing. The flange on the base provided a means
of attaching the second grip for tensile testing.

For the purposes of this investigation, 56 bonded beryllium/stainless steel
(BSS) parts were manufactured with tight controls on material properties and
close machining tolerances. However, three of those parts had known gross
machining errors, and another three were suspected of having weak bonds. Reduced
bond strengths were suspected because the cans bulged during the autoclave
bonding process, indicating trapped gas in the cans. Bulging is caused by
expansion of gas trapped in the can which may contaminate the silver surfaces
and impair bonding. Deliberate attempts to produce weak bonds failed, since
those bonds were so weak that the parts fell apart before machining. Thus, the
study was designed to evaluate the results of modal testing 50 nominal and 6
potentially ainomalous parts.

Four all-stainless steel (SSS) parts were also made. They were machined
from 304 bar stock to the same configuration as the BSS parts. Three werP



identical and one was slightly different due to a machining error. These parts
proved to be of value in our repeatability study and mass variability study.
The effects on the frequency response measurements from the geometrically out-
of-tolerance SSS and BSS parts ;.:ere significant enough to warrant broadening the
scope of our investigation to include all conditions that affected the frequency
response of a part. We studied the anomalies that inadvertently happened during
the investigation. There was no attempt to produce controlled machining errors,
substitute components with different alloy composition, change the mechanical
properties of any component, or further try to make defective bonds.

EXPERIMENTAL

1lirumentption

Transducers consisted of a PCB Piezotronics Model 303AU2 accelerometer,
fitted with a mounting shoe, and a Model 086C80 instrumented hammer. These were
connected to PCB Model 480D06 power units. Measurements were processed in a
two-channel Hewlett-Packard Model 3562A Dynamic Signal Analyzer, then transfer-
red to a Hewlett-Packard Series 200/300 computer. Data analysis (curve fitting)
was then performed on the frequency response measurements using Dynamic Software
Systems "SPRINT" modal analysis software package.

Test Setup

The accelerometer was attached to the part with mounting wax on the bottom
surface near the outer edge of the flange. The wax attachment was found to be
more satisfactory than small mechanical clamps, which caused additional mass
loading and more variability in frequency response measurements. To support the
part, both a sponge pad and a cork ring were evaluated with equal success. How-
ever, the cork ring was selected because it provided a means to obtain better
repeatability in setting up parts in the test fixture. A cutout in the cork ring
provided space for the accelerometer. The cork ring, with the part sitting on
it, was positioned up to the suspended instrumented hammer with the accelero-
meter verticql]y aligned with the hammer head. The axis of the hammer head was
visually aligned normal to the part surface. The hammer was suspended as a
pendulum in the fixture so that the arc length of its swing could be adjusted
and fixed for repeatability. A diagram of the test setup is shown in Figure 2.
The fixture provided a quick and easy test setup while maintaining measurement
repeatability from part to part. This was confirmed by statistical analysis of
the modal parameters. Based on a pooled estimate of the variance using eight
replicates on ten BSS parts, the two sigma estimates of measurement error ranged
from a minimum of +1.38 Hz for the first analyzed mode of vibration to a maximum
of +17.12 Hz for the last analyzed mode of vibration in the frequency range of 3
kHz to 15.5 kHz.

Test Procedure

One frequency response measurement was made on each part. Each measurement
was the average of ten hits of the instrumented hammer just above center on the
beryllium ring component. The frequency response measurements contained five
modes for BSS parts and six modes for SSS parts in the frequency range of 3 kHz
to 15.5 kHz. The point of impact was kept constant for all measurements by
virtue of the test fixture. A typical measured FRF with its synthesized FRF
(curve fit results) superimposed is shown for BSS Part 4716 in Figure 3. Figure
4 is a numeric printout of the modal parameters derived by the curve fit
analysis for BSS Part 4716. Figure 5 is an overlay plot of the measured and
synthesized FRFs while Figure 6 is a printout of the modal parameters for a
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typical SSS part. The "SPRINT" software program provides the option of plotting
the measured FRF, the synthesized FRF, or an overlay plot of both. All FRF
plots, both measured and synthesized, are displayed in a log-linear format.

RESULTS AND DISCUSSION

Methods of Data Analysis

Two methods were utilized to analyze modal test data. The first method was
to visually examine the plots of measured and synthesized frequency response
functions. This method provided a means of seeing shifts in frequency peaks
that were indicative of part differences on a macro scale. The second method
was a statistical analysis of modal parameters which is sensitive to differences
between parts on a micro scale. The statistical method was used to analyze only
frequency and damping values; amplitude and phase data were considered to
contain no useful information relative to our study. The frequency response
pattern is summarized by two independent measures which can be used to distin-
guish anomalous parts from nominal parts. A detailed discussion of this second
method is presented later under Statistical Analysis of Modal Parameters.

With regard to the first method mentioned above, visual examination of FRF
plots of nominal parts showed they were consistent enough to prompt overlaying
one upon another to look for shifts in modal peaks to indicate scmething differ-
ent in a given part. Subsequently, this technique was improved by overlaying
the synthesized FRFs which provided better accuracy and readability. The
frequencies of each mode were averaged for the fifty nominal parts, and BSS Part
4716 was selected as being representative of that average pattern. Part 4716,
shown in Figure 3, was then used as a reference with which to compare measure-
ments on other parts. This composite overlay method proved to be useful in
detecting macro differences in parts, particularly machining errors.

N.Lerial Properties

The affect of a change in material properties i.e., that affect of a
change in the mass, stiffness, and/or damping) is best displayed by comparing
the FRF plots of a BSS part (Figure 3) and a SSS part (Figure 5). Figures 4 and
6 list the modal parameters for these two parts. The insertion of the beryllium
ring caused a significant change in the FRF. Although not specifically studied
here, it is obvious that modal frequency testing is sensitive to changes in
material properties. This implies that the test could be useful in verifying
the proper selection of the correct material or alloy and, for example that the
structure has been given the proper hear treatment. A composite of fifteen
synthesized FRFs, shown in Figure 7, provides a graphic indication of the con-
sistency of nominal BSS parts. The small variation in frequency of each mode is
believed to be caused by a slight difference in the weight of each part due to
allowable machining tolerances and the result of different thicknesses of silver
coatings in the bond joints.

Mass Variability

The four all-stainless steel parts were identical in all respects except
one, SSS Part #3 had a machining error. The top lip above the threaded end was
0.030 inches longer than the other three parts. This geometrical difference
(causing a change in mass of approximately 2.5 grams) is quite noticeable in a
composite overlay of the four measured FRFs shown in Figure 8. There is a
slight shift to a lower frequency of mode I and significant shift to lower
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frequencies of modes 2 and 5 due to the added mass for Part 43 with the longer
lip. Modes 3, 4, and 6 remain unaffected. This precipitated a study (f the
affect of mass variability using narrow strips of lead tape to change the mass
of the top lip of SSS Part #1, approximately 1 gram per layer. After each layer
was applied, a frequency response measurement was made. Figure 9 is a composite
overlay of the synthesized FRFs for the original part and after each layer of
lead tape was applied. Therc is a decrease in frequency of modes 1, 2, and 5
with each successive layer of lead tape. There 4q no significant affect on
modes 3, 4, and 6. The effect on the frequency response by changing the weight
locally with lead tape is the same as that produced by SSS Part t3 with the
machining error. This study shows there is a linear relationship between
frequency and weight for mode 1 as shown graphically in Figure 10.

A similar mass variability study was performed on beryllium/stainless steel
Parts 4634, 4702, and 4714. Strips of lead tape were added to the top lip,
above the threaded portion of the stainless steel component. Frequency response
measurements and weights were taken after each successive layer of tape was
applied. A composite overlay of the synthesized FRFs for BSS Part 4714 is shown
in Figure 11. Modes 1, 2, and 4 show a decrease in frequency with an increase
in weight. Modes 3 and 5 are unaffected. Figure 12 is a plot showing a linear
relationship of frequency versus weight of mode 1 for BSS Part 4714.

Three beryllium/stainless steel parts had various machining errors that
caused a change in their masses. These included BSS Part 4570 with a circumfer-
ential tool gouge that removed about 2.3 grams of metal on the inside surface,
about midway on the upper stainless steel component; BSS Part 4602 with a flange
0.034 inches undersize, resulting in a reduction of weight of approximately 16
grams; and BSS Part 4657 with the outside diameter 0.036 inches undersize,
except for the threaded portion, causing a reduction in weight of about 50
grams. The measured FRF of 2ech of these improperly machined parts is shown
relative to that of Reference Part 4716 in Figures 13, 14, and 15. In all three
cases there is clearly a shift in a number of frequency peaks. The tool gouge
in Part 4570 caused a decrease of 2.3 grams in a total weight of 1580 grams,
representing a material loss of about 0.146%. SSS Part g3 with the 0.030 inch
longer lip had an increase of 2.5 grams in a 1775 gram part, representing a
material difference of 0.141%. In both cases modal frequency testing was
sensitive enough to detect these relatively small changes in weight. Weight
differences of this magnitude are shown to be of a macro scale that are readily
detected by the shift in one or more frequency peaks by the composite overlay"
method of analysis.

Bond Condition

Using the composite overlay method to evaluate the FRFs from the bulged can
parts, two appeared to be normal (BSS Parts 4634 and 4702) and one suspect (BSS
Part 4714). The measured FRFs of the two normal appearing parts are represented
by BSS Part 4702 in Figure 16. Figure 17 is the measured FRF of suspect Part
4714, showing a slight increase in frequency of modes 1, 3, 4, and 5. BSS Parts
4702 and 4714 were subsequently tensile tested to failure. Part 4702 failed in
the silver-beryllium bond just above the flange at 42,960 pounds load. Part

4714 failed in tihe same location at 45,000 pounds. Part, 4634 was not tested.
Typical failure of nominal parts occurs in bervllium at about 60,000 pounds.
Failure loads of the two bulged can parts were approximately 25% below n1ormIl,
however, the change in joint condition that caused this amount of reduction in
bond strength is not clearly apparent ini the FRFs by using the overlay analysis
mt thod. it is itteresting to note that the machinist reported that Part 4714

sounded different during the machining operation.
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Statistical Analysis of Modal Parameters

The objective of the statistical analysis was to develop a sensitive
quantitative procedure for discriminating between nominal and anomalous beryl-
lium/stainless steel parts on the basis of their modal parameters. This is
commonly accomplished in the case of a single discrimination criterion by
assuming that it is normally distributed and computing the mean (m) and standard
deviation (s) from a sample of nominal parts. A prediction interval is then
constructed equal to (m-ks, m+ks), where k is a function of the sample size and
the desired confidence level. A part is classified as nominal if its value is
within the prediction interval and anomalous if its value is outside this
"normal range." However, this method is not appropriate in the case of multiple
classification variables that are significantly correlated, since the actual
confidence level associated with a set of dependent prediction intervals is not
equal to that of the individual intervals. The result will generally be a loss
of sensitivity, in that many anomalous parts are likely to be incorrectly
classified as nominal.

The solution is to utilize statistical methods for the analysis of multi-
variate data [11]. In particular, principal component analysis permits the
reduction of measurements on many correlated variables to values of a smaller
number of independent mnasures that contain most of the original information.
By a least squares technique, linear combinations of the original variables are
estimated which produce standardized principal component scores that are inde-
pendent standard normal deviates (i.e., they follow a normal distribution with
mean 0 and standard deviation i). The estimated coefficients of each linear
combination are multiplied by the original variables and the products are summed
to produce the principal component scores. For simplicity of interpretation,
the variables are first standardized by subtracting the mean and dividing by the
standard deviation of the sample data. The number of principal components to be
retained is determined by how much of the variance in the original data is
desired to be explained.

The modal parameters fror the 50 nominal BSS parts studied here were ana-
lyzed using the principal component procedure of the SAS statistical software
system [12]. Preliminary analysis of modal parameters indicated that damping
values would not be useful for classification purposes, but that principal
components based on the five modal frequencies would be, due to their high
degree of intercorrelation. The final results are summarized in Table 1, where
the standardized principal component coefficients are listed for the first two
components, or factors, which explain approximately 92% of the variance in the
frequencies. The statistical interpretation of the two sets of coefficients is
that the first principal component (Factorl) is roughly the unweighted mean of
all five modal test frequencies, while the second component (Factor2) is roughly
the mean of frequencies 2 and 4, minus the mean of fiequencies 3 and 5. Factorl
explains 67% of the variance in the frequencies and reflects simply an up or
down shift in all the frequencies. Factor2 explains an additional 25% of the
variance and describes a more subtle shift in the differences between the last
four modes. At this time, it is not clear what underlying physical mechanism is
reflected in Factor2.

Since the standardized principal component scores are independent standard
normal deviates, they may be compared directly to tables of the standard normal
distribution. Thus, at roughly the 99% level of confidence, parts with scores
greater than 2.5 in absolute value for either Factorl or Factor2 may be consid-
ered to be potentially anomalous. In addition, an overall probability may be
associated with each part, since the sum of the squares of two independent
standard normal variates follows a chi-square distribution with 2 degrees of
freedom.
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The standardized scoring coefficients estimated from the 50 nominal BSS
parts were used to compute the first two principal component scores for all 56
BSS parts, including the three with machining errors (Parts 4602, 4657, and
4570) and the three bulged can parts with suspected weak bonds (Parts 4634,
4702, and 4714). Table 2 summarizes the results for the 15 parts with the
smallest overall probabilities. Clearly, Parts 4602 and 4657 are substantially
different in both dimensions from all the other parts, while Part 4570 is some-
what less so. Cn the other hand, amongst the three parts with suspected weak
bonds, Part 4714 has a score on Factorl which places it outside the expected
range of scores for nominal parts, while Parts 4634 and 4702 were in the nominal
range of scores. This supports the suspicion from the composite overlay analysis
that only Part 4714 is anomalous due to poor bonding. The principal component
scores are displayed graphically in Figure 18, where Factorl scores are plotted
against Factor2 scores for the 50 base, or nominal, parts and the six test, or
anomalous, parts. In Figure 19 the same principal component scores are plotted,
excluding the three extreme parts with known machining errors. Figures 20 and
21 illustrate an alternative graphical representation useful for monitoring
production processes for trends, where the principal component scores are
plotted according to the manufacturing sequence of the parts. The pattern for
Factorl exemplifies a controlled process with only random variation, while that
for Factor2 clearly reflects a shift in the process about halfway through the
production run.

The effect of mass variation is illustrated in Figures 22 and 23, where the
principal component scores are plotted ag. inst weight for BSS Parts 4634, 4702,
and 4714. Separate simple linear regression lines are fit through the data for
each part. Regression analysis indicates that the fit for each line is extremely
good, and that the regression lines are parallel. The all-stainless steel parts
were not analyzed by principal components, since the multivariate structure of
their frequency response functions was presumed to be different from that of the
BSS parts, and there was no sample of nominal parts with which to estimate the
scoring coefficients.

Multivariate statistical analysis of modal parameters has been found to b_
extremely useful in summarizing the correlated data produced by modal frequency
testing. Further research needs to be done using controlled experimentation to
systematically relate physical features of parts to specific changes in the
principal components.

CONCLUSIONS

The success of this investigation is attributed to the contributions from
three disciplines: nondestructive evaluation, experimental modal analysis, and
statistical analysis. It was found that modal frequency testing offers a unique
nondestructive method for structural verification. It provides a means by which
to verify consistency and uniformity in the manufacture of high precision parts.
Modal frequency testing can be used to confirm consistency and reveal variabil-
ity due to differences in material properties, mass differences due primarily to
machining errors, and variations in bond condition. It has been shown that modal
testing distinguishes dimensionally out-of-tolerance parts caused by machining
errors as well as changes in material properties which ca,,se a change in mass or
stiffness of the structure. The partial-fraction-expansion (PFE) analysis method
of computing modal parameters provided the high degree of accuracy and numerical
stability necessary to perform a statistical analysis of the modal parameters.
The PFE method also was found to be well suited for use in a production-like
application because it requires a minimal amount of operator intervention. Two
methods of analysis were presented by which modal parameters were evaluated.
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One is the composite overlay method which provides a graphic means for visually
detecting macro differences. In this method the frequency response function of
a representative nominal part is selected as a reference to which all subsequent
FRF measurements are cor-,)ared. ne second method is principal component analysis
of modal parameters which distinguishes micro differences and yields valid esti-
mates of the statistical significance of those observed differences. Both
methods clearly revealed machining errors with weight differences as small as
0.14%. Also, both methods showed the bonds in one suspect part to be anomalous
and in two other suspect parts to be normal. However, the bond strengths in two
of the three parts that were destructively tensile tested failed approximately
25% below normal. We feel that these substandard bond conditions are at the
threshold of detectability and that there is a correlation between bond strength
and modal frequency response. Further research is indicated to resolve this
relationship.

DISCLAIMER

No specific intent is made to endorse any one manufacturer's equipment or
software. The authors cite spec=[ic instrumentation and software simply because
they have succescfully used them for the described work.
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Fig. 7 Composite overlay of 15 synthesized FRFs of BSS parts
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Fig. 13 Comparison of measured FRFs of BSS Part 4570 with tool gouge on inside
surface (solid line) to BSS Reference Part 4716 (dotted line)
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Fig. 14 Comparison of measured FRFs of BSS Part 4602 with undersize
flange (solid line) to BSS Reference Part 4716 (dotted line)
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Fig. 15 Comparison of measured FR~s of BSS Part 4657 with undersize outside
diameter (solid line) to Reference Part 4716 (dotted line)
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Fig. 16 Comparison of measured FRFs of bulged can Part 4702 (solid
line) to BSS Reference Part 4716 (dotted line) showing no

apparent differences in frequency peaks
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Fig. 17 Comparison of measured FRFs of bulged can Part 4714 (solid line) to
Reference Part 4716 (dotted line) showing shifts in modes 1, 3, 4, and 5

Table I Standardized principal component scoring coefficients
for first two components and each modal frequency

FACTORI FACTOR2

MODE1 0.28 -0 00
MODE2 0 26 0 34
MODE 3 0 24 -0 40
MODE 4 0 20 0 55
MODE5 0.2? -0 47

Table 2 Principal component scores and overall probabilities
for the 15 most extreme of the 56 BSS parts

PART FACTORI FACTOR' CHISOR PROH

4602 13.57 -16 89 469 84 0.0000
4657 -16.28 -1I 51 397 78 0.0000
45/0 -2.80 -4_73 26 65 0.0000
4740 2 21 2 36 10 5? 0 0051
4748 -2 85 0 00 8 13 0 0170
4714 2,65 -0 95 7 96 0 0186
4711 2 27 -1 41 7 19 0.0*7
4728 0 92 2 10 5 U 0.(716
4701 -2 27 0 24 ) 0.01.18
4149 1 07 1 8.7 4 0 1036
4705 -0 89 -1 80 4 06 0, Vo8
468' 1 02 -1 67 3 87 0 143;9
4723 -0 56 -1 86 3 /9 0 1500
4693 1 63 -0 9 5 50 0 1/ 1)
4732 0 14 1 74 ( 0 2 144
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MODEL VALII)ATION U SING SUBSTRUCTURE
MODAL-TESTING, APPLIED) TO A LARGE AND VERY

FLEXIBLE WIND TURBINE

Thomias G. Carnie. James 1). I atiffer.
Anthony J. Goinz. Thomas 1). Astm-ill

Sandia National Laboratories, Albuqtvwrque. N '*1 871I835

The Sandia 3/4->leter Test Bed Turbine i.s a vertical-axis wind
turb)ine , thirty -four meters in diame ter , designed to prov~i de
a test -bed for research in aerodynamics, struc tures and

cn il In 0 rde~r to design a large indt urb inte, knowledge
of the modal frequencires and mode shapes is esscnt ia I for
predict ing st ruc tural response . During the designr,
anal vt ical or finite cilement modelIs are utilized for
estimates of these modal parameters. However, when hardware
becomes available, modal testing can be used to verify or
update the mnodeIs . The concept of' subs t ruc ture modalI
testilog was developed for the Sandi a 3/4-Meter Test Bed inl
order to more full v evaluate the iiccuraicv of the finite

clement model. Instecad of periforming, only one test onl the
ent ire turbine, separate tests and analyses were performed
on major sobs truectures of the tulrbine , including three
st.parat e blade sect ions , the tower supported by the rguv
cables, and the cnt ire turbine. The results were then
compared to analVt ica I predict ions from the finite element
models of tilhe sub strue tutres and the en t ire turbine.

INTRODUCTION

ftk the desig'n of a I arge, fioxible winrd turbinle, noldeof the modal1
rciur~e s ad [node shapes is essent tial for predict ilno' st rootoral responlse aid
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, i.Ail Ic'1( for test i o ,_ thet act ual I ttot~l pa tuimc t e i; ar C lo otiimeta
(Vetriild Titese; me.asured dhitii (,alt be iiol to 1mtpdate theoai~ v.ia
pcr diet ions5 or modify the mIodel,

The analytica-l Motdel is ai critiCl dt -Sli iT tool becauIsC it is Used to
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substructures, usual lV major portions of the structure, and then each of t hCse
subs t ruct ures are individually tested and the i r modt' is yer i fied. If possible,
some subs:-, r c t ures can be further assemb I ed; these combined subsLt ruct u re s
tested and their models verified. Using this technique, any, inadequacies in
the models are discovered at the substructure level. If all the substructures
have verified models and if there still are any discrepancies between the test
data and analytical results for the entire turbine, then the problem can he
isolated to the modeling of the joints which connect the substructures.

The 34-Meter Test Bed is rated at 500 kW at 37.5 rpm and has a thirty-four

meter diameter rotor and a total height of fifty meters. The entire rotor,

including the central column and the two slender curved blades, rotates on

hearings. The top of the rotor is supported by guy cables through a bearing.

Figire 1 is a photograph of the completely assembled turbine. Each blade

consists of five different blade sections with different chords and airfoils.

These sections are constructed from extruded 6063-T6 aluminum, and cold bent to

the appropriate radius of curvature. Figure 2 shows a diagram of the assembled

blade with the five sections indicated. The center blade section has a

seventeen meter radius and a 0.91 meter chord and is approximately 17.5 meters

long. The center section is connected on both ends to intermediate sections
which have a thirty meter radius and a 1.07 meter chord, and are approximately

six meters in length. Lastly, there are top and bottom sections which are

straight with a 1.22 meter chord and approximately eleven meters long.

Reference [2] describes the design and fabrication of the turbine in more

dotail .
For the Test Bed Turbine we have tested three different blade

substructures, the column substructure supported by the guy cables and base,
and finally the entire turbine. The blade substructures include both the

center section and an intermediate section. These two sections were then

joined and tested as a unit, creating a combined blade section over twenty-five
m(ters long with one joint between the sections. These tests are described in
the following Experimental Techniques section. The Results section contains a
discussion of the analytical predictions as compared to the experimental
r-esl ts.

EXPERIMENTAL TECHNIQUES

To measure the modal frequencies and mode shapes of the various
substiructures, we have used the frequency response function (FRF) approach. In

this approach one first measures the response of the structure as a function of

froquenLcI due to a force input at a driving point. Using a set of these FRFs,

which represent the responses at all the points of interest on the structure,

one caii estimate the modal rchu:i.cies snd mode shapes of the modes within the

frequency range of the measurements. The type of input force can be fairly

general, that is, it can be sinusoidal, random, or transient in nature, as long
as it has sufficient frequency content over the frequency range of interest.
Civ,.tn the force input to the structure, the FRF can be measured with good
ar cci racY provided that proper experimeital techniques are utilized 3,41. Onc e

the FRFs are measured, there are many techniques that can be used to estimate

the modail parameters [3-5]. The specific experimental techliques used for the
inidi%'idlal substructures will be described in this section.

Bl' ade Sct ion Tests

For any modal test in which one w.ants to (ompar, the resuilts with
ania vt i cal ca Icul at i ons, a key eleme nt is matching the boundary condi t ions in
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the test with tiat in the model. For the tests on the blade sections, this was

the principal difficulty. For all three of the blade tests the sections were

supported very softly with elastic cords to simulate free boundary conditions.

Free boundary conditions are used in the experiment because they could be

approximated in the laboratory, and are quite easy to include in the finite

element model. As a rule of thumb, to simulate the free boundary conditions

one would like the frequencies of the rigid-body modes of the structure on its

support system to be less than ten percent of the frequency of the first

elastic mode. Ideally, if one had truly free boundary condition, then the

rigid-body modes would all be at zero Hz.

The blade sections basically have two different types of modes, flatwise

bending and edgewise bending. The flatwise modes involve bending normal to the

chord of the blade (the flatwise or the soft direction) and consequently are

much lower in frequency than the edgewise modes which involve bending in the

same direction as the chord (edgewise or the stiff direction). See Figures 1

and 2 for details of the blades. By hanging the blade sections in a pendulum

fashion so that the flatwise direction was normal to the pendulum support, we

created a very soft or low-frequency support in the flatwise direction. In the

edgewise direction the softness of the elastic straps was sufficiently low so

that the highest edgewise rigid-body mode was well below the elastic edgewise

modes. For exarple in the case of the center section, the first flatwise mode

was at 2.17 Hz while the highest pendulum-type rigid-body mode was at 0.30 Hz.

W'hile this is higher than suggested by our rule of thumb, the effect of the

support was further minimized by supporting the blade at the nodes of the first

mode, so that the support had a negligible effect on the elastic mode

frequency.

To measure the FRFs for the bade, a transient force was input with a

rubber-tipped sledge hammer, instrumented with a force transducer. Two sets of

FRFs were measured using flatwise and edgewise excitation to insure that all

the modes of interest were excited. Tri-axial measurements were made along

both the leading and trailing edges of the sections using high output

accelerometers.

Tower Test

The tower test was different from the blade tests in that we wanted to

include the uncertain boundary conditions which the turbine base providp for

the tower. This test was performed in the field on the erected tower supported

at the top by the guy cables and the bottom by the turbine base. Figure 3

shows a photograph of the tower alone without the blades attached. The to'7er

was instrumented with accelerometers normal to its axis along its length.

As in the blade test, a transient input force was used to excite the

structure. However, in this case the transient was provided by suddenly

cutting a steel cable tensioned to 45,000 N (10,000 lbs) . The cable Jas
attached near the middle of the tower, and then tensioned to the preload by a
wi-rich at the ground level . By suddenly cutting the cable, a step force is
itprit to the structure. This force can be measured using a load cell in series
with tht- cable. With this as the input , FRFs can be measured using techniques

c, ,celoped in [6 . This particular force input has a very desirable feature in
that its frequencv content is inverse ly proport i ona 1 to frequency, . i is
creates most of tle energv at thc very Iow frequencies and will excite the low
freqtancv modes of the tower quite well.

Using this step force input (called step-relaxation), and teie response
accelerometers on the tower, a complete set of FRFs were meIsurted. The mode
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shapes and frequencies for the tower were extracted from the FRF data, and

these will be discussed in the Results section.

Turbine Test

Figure 4 displays front, top, and side views of the mode shapes for the
entire turbine as computed using the finite element model. One can see that

the mode shapes become fairly complex, although they typically involve only in-

plane motion or out of-plane motion, where the plane is defined by the
undeformed blades and tower. These mode shapes are for the parked turbine; for

the rotating turbine the shapes vary with the rotation speed and couple with

each other, [i].
For the modal test of the entire turbine, we used two different excitation

techniques, step-relaxation, as discussed above for the tower, and wind

excitation. This results in two separate modal tests. The wind excitation
technique [7) was developed because there is a difficulty in performing step-

relaxation testing of a wind turbine. This is due to the f="t that the
vibratory response induced by the wind on the blades may be large when compared

to the response from the step input. The vibrat-ry response due to the wind is

uncorrelated with the step-relaxation force and has the same effect as noise on

the response signal. This results in noisy estimates of the FRFs. Because
modal parameters can not be accur-cely extracted from noisy FRFs, and because
windless days could not be guaranteed, we performed a modal test of the turbine

using wind as the excitation force. However, there was sufficient time when
the winds were lo;, sc a normal step-relaxation test could also be conducted.

Performiag a modal test with wind excitation is similar to performing a

step-relaxation test with some important differences. One significant

difference is that the forces acting on the structure are not measured. We
assume that these forces are random, broadband, and have sufficient energy

content over the entire frequency range of interest. Additionally, we assume

the the wind forces acting on the turbine do not have any holes or peaks in the
frequency domain. Because the force can not be directly measured, we cannot

calculate FRFs as is normally done in a modal test; instead, we measure auto-
and cross-spectra between the response acceleration signals. From these
spectra, using techniques developed in [7,8], the modal parameters including

the modal frequencies, mode shapes, and modal damping can be extracted.
Table I shows results from these two tests with both the modal frequencies

and damping factors listed for the two excitation techniques. The mode numbers

of the first column refer to the numbering of Figure 4. The modal parameters
extracted using the wind or step-relaxation testing are virtually identical,
except for the first rotor twist mode (1.51 Hz for wind and 1.35 Hz for step-

relaxation). This difference can be attributed to the brakes which were
applied during the tests. During the step relIaxation test, large torques were

applied to the braking system when pulling on the blades. This excited a
nonlinear response in the friction brakes which was not excited in the low

torque wind excitation test. One can also observe that the damping in this

mode is much higher for the step-relaxation test than for the wind test. This
indicates that substantial energy has been dissipated through the sliding
friction of the brakes. Further discussion and results of these tests can be
found in Reference [8].

RESULTS

The principal results are comparisons of the modal frequencies between the

tests and the analyses for each of the substructures and the entire turbine.
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Table 1. Modal Frequency and Damping Ratios

Wind Step-Relaxation

Mode # Frequency Damping Frequency Damping Description

(Hz) (% critical) (Hz) (% critical)

1&2 1.06 2.0 1.04 1.8 ist Flatwise

(Combined Mode)

3 1.51 1.1 1.35 10.0 Ist Rotor Twist

4 1.81 0.2 1.81 0.2 Ist Blade

Edgewise

5 2.06 1.1 2.06 1.3 2nd Flatwise

Anti-Symmetric

6 2.16 1.7 2.16 1.2 2nd Flatwise

Symmetric

7 2.50 0.4 2.49 0.4 ist Tower

In-Plane

8 2.61 0.3 2.60 0.2 1st Tower

Out-of-Plane

9&l0 3.49 0.7 3.45 0.9 3rd Flatwise

(Combined Mode)

11 3.59 0.1 3.59 0.1 2nd Rotor Twist

12 4.06 0.2 - - 2nd Blade
Edzewisp

13 4.69 0.4 - - 2nd Tower

In-Plane

14 5.28 0.4 - - 3rd Blade

Edgewise

15 5.08 0.5 - - 4th Flatwise

Symmetric

16 5.33 0.4 - - 4th Flatwise

Antisymmetric
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If there is close agreement between the two results, then one can have high
confidence in the accuracy of the model. Some qualitative comparisons of mode
shapes are also presented, but in general, the mode shapes were quite similar
between the tests and the analysis. For the substructure tests only a few
modes were measured as compared to the turbine test, since the lowest modes of
each substructures should capture the fundamental dynamics of that structural
unit.

Center Blade Section

Table 2 presents the results for the center blade section, see Figure 2.
Three flatwise and two edgewise modes are included from both the test and the
analysis. The differences are quite small for the lower modes, but increase
somewhat for the higher modes. Overall, one would conclude that the model for
the center section is quite accurate.

Intermediate Blade Section

Table 3 presents the results for the intermediate blade section. The
correlation between the analysis and test results is not nearly as good as it
was for the center blade section. Of the five modes, the three flatwise modes
have excellent agreement while the edgewise mode is different by over one
hundred percent and the twisting mode does not even appear in the analysis.
Examining the mode shapes for both this test and the center section, one can
see that the modes that include twisting are not well predicted by the model,
as compared to the pure flatwise or pure edgewise modes. That is not
unexpected since the model does not include any rotary inertia about the blade
axis. Consequently, if a mode's primary kinetic energy comes from twist about
the blade axis, that mode will not be modeled well. Clearly this substructure
has a good model for flatwise deformation for all modes up to the third mode;
however, it demonstrates the inadequacy of the model for twisting modes about
the axis of the blades. As we will see later in the results for the entire
turbine, this particular inadequacy does not affect the quality of the overall
model, since this twisting deformation is not dominant for the low frequency
modes of the entire turbine.

Combined Blade Se3ction

For the substructure consisting of a combination of the center and
intermediate sections (over twenty-five meters long), the modal frequencies are
quite low 5rfrting at about one Hz. These results are shown in Table 4.
Here, as with the center section, the agreement is outstanding with very small
differences in the frequencies including four flatwise modes and two edgewise
modes. This fine agreement also establishes the adequacy of the model of the
joint between the blade sections. Figure 5 shows test and analysis results for
the three flatwise and the first edgewise modes for this substructure. One can
see the shapes are very similar. The edgewise mode does include some twisting,
but it does not contribute significantly to the kinetic energy of the mode.
Note also that the first edgewise mode has three nodes along its length rather
than two as we see for the flatwise modes; this is a result of the curvature in
the blade.
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Table 2. Modal Frequencies for the Center Blade
Section

Mode Shape Analysis Test Difference

(Hz) (Hz) (%)

1st Flatwise 2.22 2.17 2

2nd Flatwise 6.31 6.16 2

3rd Flatwise 12.7 12.3 3

1st Edgewise 15.6 IG.4 5
& Twist

2nd Edgewise 33.5 29.8 12

Table 3. Modal Frequencies for the Intermediate
Section

Mode Shape Analysis Test Difference

(Hz) (Hz) (%)

1st Flatwise 15.6 15.4 1

2nd Flatwise 44.5 44.4 0

Twisting - 62.9

1st Edgewise 146. 71.7 103
with Twisting

3rd Flatwise 89.2 87.6 2

Table 4. Modal Frequencies for the Combined Section

Mode Shape Analysis Test Difference
(Hz) (Hz) (%)

1st Flatwise 1.11 1.09 2

2nd Flatwise 3.32 3.14 6

3rd Flatwise 6.83 6.54 4

Ist Edgewise 6.88 7.07 3

4th Flatwise 11.4 11.0 4

2nd Edgewise 18.2 18.1 1
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Table 5. Modal Frequencies of the Tower
with Guys

Mode Shape Analysis Test Difference
(Hz) (Hz) (%)

1st Bending 2.60 2.64 2

2nd Bending 4.43 4.81 8
5.19 15

\\exper.01, \per \exper. analysis I e

analysis, an s ..

1st Flatwise 2nd Flatwise 1st Bending Mode

7 per. exper./ !

, exper.exper.

analysis

analysis I

analysis 1
3rd Flatwise 1st Edgewise 2nd Bending Modes

Figure 5. Comparison of Mode Shapes, Analysis and
Test, for Combined Blade Section Figure 6. Comparison of Tower Mode Shapes,

Analysis and Test
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Tower Substructure

Table 5 shows the modal frequency results for the tower supported by the
guy cables and the turbine base. Just a few modes were measured as it was felt
that they represented the basic dynamics of this structural unit. The first
modal frequency has been predicted quite well with only a two percent
difference, and the mode shapes agree as depicted in Figure 6. In contrast,

there appear to be two second bending modes in the test data, while only one is
predicted by the analysis. Both of these modes are higher than the analysis by
eight and fifteen percent. The difference between the analysis and the test is
apparently due to the dynamics of the guy cables. In the model the cables are
treated as massless axial springs, but in fact, they possess mass and have
lateral modes in the frequency range of this test. These two "second bending
modes" which are measured in the test are actually coupled modes including both
the tower and the guy cables. This effect has not been included in the model.
The differences are further illustrated by the mode shapes shown in Figure 6.
The node points for the two test modes are shifted relative to each other,
showing that they are distinct modes.

Entire Turbine

Finally, Table 6 shows the results of the analysis and test for the entire
turbine. The test results are the average of the step-relaxation and the wind
data, except for the first rotor twist mode where the wind result is used. The
agreement is excellent for the ten modes listed, most having less than two
percent difference. Only the first blade edgewise mode has a difference

greater than three percent. Refer to Figure 4 for a diagram of these mode
shapes. Interestingly, the agreement for the entire turbine is as good as that
for any of the substructures, apparently showing a forgiveness of the small
modelling inadequacies or a cancelling of errors. In any case, the results for

Table 6. Modal Frequencies for the Entire Turbine

Mode Shape Analysis Test Difference

(Hz) (Hz) (%)

1st Blade Flatwise 1.05 1.05 0

Ist Rotor Twist 1.56 1.51 3

ist Blade Edgewise 1.72 1.81 5

2nd Blade Flat, Anti 2.07 2.06 0

2nd Blade Flat, Symm 2.14 2.16 1

Ist Tower In-Plane 2.46 2.50 2

Ist Tower Out-of-Plane 2.58 2.61 1

3rd Blade Flat, Anti 3.49 3.47 1

3rd Blade Flat, Symm 3.51 3.47 1

2nd Rotor Twist 3.52 3.59 2
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the entire turbine do show that it is not absolutely necessary that every
substructure be perfectly modeled in order to have an adequate model for the
entire structure. This is due to the fact that certain deformations, which may
not be modeled adequately, will be exercised in a substructure test, but are
not involved in the low frequency modes of the entire turbine.

CONCLUSIONS

The finite element model of the 34-Meter Test Bed has been validated with
modal tests of four substructures (three blade sections and the tower) and the
entire turbine. In general, the correlation between tests and analyses were
excellent for both the substructures and the turbine. The excellent
correlation between model and test for the substructures helped ensure a
similar result for the entire turbine. However, the substructure modal testing
approach did reveal areas of the substructure models which were inadequate.
The models were not accurate for certain deformations exercised in the
substructure tests. These inadequacies did not affect the accuracy of the
overall turbine model as these deformations were not important for the low
frequency turbine modes.

A variety of modal testing techniques were employed to test the different
structures, including excitation with transient impacts, step-relaxation, and
wind excitation. Free boundary condition were well approximated on the very

flexible blade sections by using a combination of a pendulum support with soft
elastic straps.
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ABilRAC

Analytical techniques for predicting transient
structural response of earth penetrating projectiles
during severe penetration events are presently being
used at Sandia. Such analyses are subject to
uncertainties arising from two areas: the prediction of
the loads exerted on the penetrator, and the modeling of
the detailed structural response of the penetrator to
these loads. This paper discusses efforts to validate
the accuracy of a structural model through comparison
with data from laboratory shock and modal tests of a
field test configuration penetrator, and the insight
this is providing with respect to penetrator structural
modeling.

Applications of transient structural analysis of penetrators include
evaluating penetrator capabilities, determining the desirability/
feasibility of design modifications, and enabling a "balanced design" to be
achieved; that is, a penetrator in which no structure or component has
significantly less capability to survive prospective penetration events than
other structures/components of the penetrator. The confidence with which
penetration analysis can be applied to these endeavors has traditionally
been limited by uncertainty in the accuracy of analytical results. The
uncertainty arises from two areas: the prediction of the loads exerted on
the penetrator, and the modeling of the detailed structural response of the
penetrator to these loads. The level of uncertainty is particularly acute
for transient lateral load-induced phenomena, such as component lateral
acceleration environments and case bending stresses, which are extremely
important in the determination of penetrator capability yet most difficult
to characterize and quantify.

*This work was performed at Sandia National Laboratories and supported by
the U.S. Department of Energy under contract DE-AC04-76DP00789.
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Recently, data systems have become available which are enabling the
simultaneous acquisition of axial and lateral accelerations and case strains
during actual penetration events with a degree of dependability sufficient
to allow meaningfil comparisons with analytical predictions of structural
response, including lateral load-induced phenomena. It is important,
however, that the accuracy of analytical structural models be verified
independent of the penetration load uncertainty. This can be accomplished
through comparison with data from laboratory modal and shock tests which
have been performed on field test configuration penetrator units. The
internal structures included in these units are rather complex and
significantly affect the response of the penetrator to time-dependent loads.

This paper discusses one ,nalytical technique used in penetration analysis,
the laboratory shock and modal tests, efforts to reconcile the analytical
response predictions with the measured data, and the insight this is
providing with respect to penetrator structural modeling and testing.

ANALYTICAL TECHNIQUE

The analytical technique presently being used makes use of two computer
codes: GNOME [1], in which cavity expansion load models are used to predict
axial and lateral force-time histories on a rigid penetrator, and SHELL
SHOCK [2], with which the penetrator is structurally modeled and the
transient structural response of the penetrator to the loads predicted by
GNOME are determined. The method is uncoupled; that is, the technique can
not take into account the effect that deformation of the structure during
penetration may have on the forces exerted on it by the geologic target.
The significance of this simplification is presently not known, although it
is generally believed to be small for axial effects but possibly not small
for lateral effects.

The emphasis of this paper is on validation of the accuracy of the SHELL
SHOCK structural model of the penetrator. The penetrator is modeled as a
perfectly symmnetric structure. A schematic of the model is shown in Figure
1. The case is modeled using solids and shells of revolution, while the
internals are modeled using solids, beams, and lumped masses. SHELL SHOCK
allows asymmetric load application and response calculation without the need
of a 3-D model. It also performs eigenvalue/eigenvector extraction to
determine modal frequencies and shapes. SHELL SHOCK treats material
response in a linear manner except that it permits piecewise linear
description of the load/deflection response of beams.

Figure 1. Schematic of SHELL SHOCK Structural Model o' Penetrator
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The internals of the field test unit penetrator are rather complex. as can
be seen in Figure 2, which is a drawing of the penetrator itself. An aspect
of this unit which is difficult to analytically model a-priori by presently
available means is the frictional interaction between the internal bracing
and the case. This interaction can significantly affect lateral stiffness
and axial and lateral damping coefficients. The bracing is evident in
Figure 2 about 2/3 of the way aft of the nose.

~~ .- - - . 7--

Figure 2. Field Test Configuration Penetrator

EXPERIMENTAL TECHNIOM

The field test configuration penetrator was subjected to two different
forcing functions in the laboratory: a low-level (about 2 klb) point force
generated with an instrumented hammer, and a high-level (about 100 klb)
point force generated with a Reverse Hopkinson Bar Technique. The
penetrator case material is steel (Type 4340) which has a yield strength in
excess of 170 ksi; the case was not visibly deformed by any of the tests
described in this paper. The intent of the tests described herein is not to
simulate a field test penetration environment, whose impulse is much higher,
but to characterize the penetrator structural response to known axial and
lateral loads and to compare to the response analytically predicted with a
computer model.

A modal analysis with low-level force excitation was performed to determine
the modal frequencies and the modal shapes. The modal frequencies and
corresponding descriptions appear in Table 1. Space and configuration
constraints severely limited instrumentation on the internals of the
penetrator unit. Consequently, modal information regarding the internals is
of less than desired detail. Note also that many of the modes are closely
spaced, making experimental differentiation of these modes tenuous.
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Table 1. Penetrator Modal Frequencies and Mode Shape Description.

Mode Freguency (Hz) Mode Shage Description

1 728 Internal Component bounce mode with bending

2 736 Similar to Mode 1 but rotated 90 degrees

3 856 Internal component bounce mode with case bending

4 888 Similar to Mcde 3 but rotated 90 degrees

5 942 First case bending mode abut Y axis

6 992 Torsion with case bending

7 1592 Case ovalling, n=2 mid and aft out-of-phase

8 1792 Case ovalling, n=2 mid and aft in phase

9 1800 First system axial mode

10 2048 Second case bending mode

11 2264 Case ovalling, n=2, 3*

12 2264 Case ovalling, n=3, 3

13 2456 First case axial mode

14 2696 Case ovalling, n=2, 4

15 3224 Third case bending mode

16 3360 Case ovalling, n-2, 6

17 3856 Case ovalling, n-3, mid

18 3952 Case ovalling, n=2 fore, n=3 aft

'n-a, b indicates a sinusoidal wavelengths around the penetrator and
b nodes along the length.
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System modal test results were used to determine a mounting location for
strain gages on the inside of the case. It was determined that a location
of 18 inches from the rear would provide acceptable strain response for the
first axial and first three bending modes. Four gages were installed on the
interior of the penetrator case using a fixture [3]. The gages were
oriented 90° apart circumferentially.

The penetrator was then subjected to high-level force inDuts of about I0V
klbs in the dxial dirt.-Lion, and about 60 klbs in the lateral direction,
applied at the nose. The high-level forces were generated with a Reverse
Hopkinson Bar Technique [4]. The Reverse Hopkinson Bar configuration is
shown in Figure 3, where it can be seen that a steel bar is accelerated by
air pressure toward the penetrator structure, Flat surfaces were provided
on the nose of the penetrator for axial and lateral impact so that a one-
dimensional elastic wave propagates down the projectile bar and back to the
point of impact.

AIR STRAIN
CHAMBER GAGE

REVERSE HOftWSON TEST ITEM
BAR

Figure 3. Configuration for Testing a Penetrator with
a 1-in.-Dia by 10-in.-Long Hopkinson Bar

The force generated at the interface of the steel bar and the test structure
is measured with strain gages installed on the bar 2 inches from the point
of impact. Although these strain gages measure the correct amplitude of the
elastic wave created by the impact, they record a shorter duration based on
their distance from the point of impact. The duration can be easily
corrected by adding the time it takes an elastic wave to travel the
additional four inches. The corrected pulse durations were used as forcing
functions in the analyses.

The steel bar used for these tests is a 1 inch diameter by 10 inch long bar,
and the duration of the force generated with this bar impacting a rigid
surface is about 100 microseconds. The dimensions of the Hopkinson bar were
chosen to generate a trapezoidal pulse of this duration. Reflections in the
pulse and imperfect contact between the bar and test specimen tended to
distort the desired pulse shape and extend the duration somewhat so that the
spectrum for this high-level point force was usable to about 8 kHz. This
shape distortion and duration extension were especially noticeable in the
lateral force input. The lateral distance across the penetrator nose is
less than the length of the impacting bar, so significant reflections were
experienced while the bar was in contact with the penetrator. This is
illustrated in Figure 4, which compares an uncorrected axial force input
with an uncorrected lateral force input.
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Figure 4. Axial (solid) and lateral (dash)force inputs (uncorrected)

The response was sampled by the data canister installed in the penetrator at
24255 Hz. The axial and bending response to an axial input is shown in
Figure 5; the axial and bending response to a lateral input is shown in
Figure 6. It is evident from these figures that there is out-of-axis
response to the input. Figure 7 shows bending strain in one plane for three
different axial input tests, and illustrates a high level of consistency in
this out-of-axis response from test to test. The predominant frequencies of
the off-axis responses correspond approximately to the first modes (i.e.,
the bending response to axial input is predominately about 1000 Hz.)
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Figure 5. Axial (solid) and bending (dash) strain response to axial input
(strain in microstrain, time in seconds).
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Figure 6. Axial (solid) and bending (dash) strain response to
lateral input (nicrostrain, seconds).
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ANALYTICAL RESULTS AND COMPARISON TO LABORATORY DATA

The original structural model of the penetrator was used to predict axial
and lateral modal shapes and frequencies, as well as the case strain
response at the strain gage location to the laboratory shock test axial and
lateral inputs. Because the analysis treats a symmetric model, it cannot
quantify any of the out-of-axis response observed in the tests.

The eigenanalysis predicted a first axial modal frequency for the system of
2473 Hz, which corresponds well with the measured first axial frequency of
2456 Hz. The first axial modal frequency of the empty penetrator case is
2700 Hz.

Figure 8 is a plot showing measured axial strain from one test having axial
input and the analytically predicted axial strain using the original
structural model. The damping used in the analysis was a stiffness
proportional damping, in which the percent critical damping increases
linearly with frequency. The original model assumed a stiffness
proportional damping coefficient of 5% of critical at 2000 Hz, a commonly
used value. Applying the logarithmic damping method to the first cycle of
the data indicates a 12% damping value. The frequency content of the data
for the first two cycles is predominately the first axial system mode (22500
Hz), so a stiffness proportional damping value of 12% at 2500 Hz was
specified. The resulting better agreement between analysis and data for the
first few cycles is shown in Figure 9. Results for the third and higher
cycles are of lesser interest since this data is of low magnitude and the
out-of-axis response is more significant. Although data from only one axial
test was used here, repeated axial tests yielded very consistent results.
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Figure 8. Measured axial strain (solid) and predcted axial strain (dash)
for axial input and original model (microstrain and seconds).
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Figure 9. Measured axial strain (solid) and predicted axial strain (dash)
for axial input and reconciled model (microstrain and seconds).

The process was repeated for the lateral input test. Eigenanalysis of the
original structural model indicated first, second, and third system bending
modal frequencies of 874, 1819, and 3437 Hz respectively. The first two
bending frequencies were notably less than those measured, 942 and 2048 Hz,
while the third was higher than the measured 3224 Hz. The stiffness of the
internal lateral bracing was increased in the model until eigenanalysis
indicated first bending mode frequency to match the measured closely (948
Hz). The analytical second bending frequency was 1929 Hz, and the third
became 3696 Hz. Bending strain data from the lateral Reverse Hopkinson bar
test shows that the response is predominantly in the first modal frequency
(942 Hz), so the significant inaccuracy in the third lateral mode was judged
unimportant. The limited detail of the modal information regarding the
internals, mentioned above, precluded further reconciliation of this aspect
of the model anyway.

Figure 10 shows the actual bending strain magnitude, along with that
predicted by the original (unreconciled) structural model, for the lateral
shock input test. (Although the ratio of the peak bending strains of
orthogonal gages was reasonably consistent during ringdown, indicating that
the bending was reasonably planar, the particular plane of bending during
the test was not coplanar with either set of strain gages. The bending
strain data must therefore be resolved into magnitude for comparison with
the analysis which predicts strain in the plane of bending.) As in the
axial analysis, the original lateral model assumed a stiffness proportional
damping coefficient of 5% of critical at 2000 Hz. Applying the logarithmic
damping method to the first cycle of the lateral data indicates a 6.5%
damping value. The frequency content of the lateral data is predominately
the first lateral system mode ( 1000 Hz), so a stiffness proportional
damping value of 12% at 1000 Hz was specified. The resulting better
agreement between analysis and data for the first few cycles is shown in
Figure 11. Again, results for the third and higher cycles are of lesser
interest.
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Figure 10. Measured bending strain (solid) and predicted bending
strain (dash) for lateral input and original model
(microstrain and seconds).
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Figure 11. Measured bending strain (solid) and predicted bending
strain (dash) for lateral input and reconciled model
(microstrain and seconds).
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CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

This effort has demonstrated the usefulness of laboratory data in improving
a structural model of a penetrator in terms of damping and lateral stiffness
so that good analytical predictions of strain response to short-time
duration axial and lateral point force inputs can be obtained. The use of
lateral excitation/bending response data to adjust lateral aspects of a
penetrator model is a new technique and proved beneficial since substantial
improvement in the lateral response prediction was obtained. Although less
uncertainty exists in prediction of axial phenomena than lateral,
significant improvement in the axial strain magnitude prediction was
facilitated as well by the experimental determination of a damping
coefficient more accurate than the one initially assumed.

Numerous factors must be considered when evaluating the applicability of
these results to actual earth penetration events and determining direction
for future work. Among them are:

1. The high-level force inputs used in the laboratory tests here are 1-2
orders of magnitude less than forces experienced in field penetration
events, and the impulse is on the order of 3 orders of magnitude less
than field. Penetrators with complex internals will possess some degree
of non-linearity, but this is difficult to quantify. A method has been
developed and used [5] on an empty penetrator case in which explosive
sheet is used to produce force levels comparable to field levels
(although the impulse is still much less). The use of this technique on
the penetrator used in this study (including internals) would be useful
in quantifying the significance of the non-linearities when comparing
response to force inputs of greatly different levels.

2. Higher order structural modes did not appear significant in these tests.
The higher order modes may have been effectively dampened by the
penetrator internals, since in the explosive force tests on an empty
penetrator case mentioned above, magnitudes of higher order axial modes
were siqnificant. Whether higher modes are significant in actual
penetration events will of course depend on the relative rise times and
durations of penetration forces compared to these laboratory forces. It
appears that, for penetration into relatively homogenous geologic
targets at velocities of interest, the axial forces have rise times and
durations longer than the bar tests, so the higher axial modes may
indeed not be significant. The importance of lateral modes is more
difficult to assess at this time, since neither analysis nor intuition
conclusively indicates how the rise times and durations of the lateral
forces, which are spatially distributed along the length of the
penetrator, compare to the lateral force in these tests. Frequency
content analysis of well-instrumented field tests can be used to assess
this.

3. It may be beneficial to better evaluate the out-of-axis response of
penetrator units observed in these tests, as significant bending
response was observed during a virtually normal field penetration event
in which no bending was expected. This evaluation would initially
involve studies of how the addition of off-center masses affect the
response of simple beams. Ultimately, lateral Reverse Hopkinson bar

143



tests at various circumferential orientations on penetrator units,
coupled with 3-D finite element structural analysis, could be used to
quantify the sensitivity of out-of-axis response to slight structural
asymmetries in penetrators.

4. Modal test data were used effectively to adjust aspects of the lateral
model. However, modal information regarding the internals more detailed
than that acquired here would be required to further imorove structural
modeling of the internals.
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VERTICAL LAUNCHING SYSTEM MODELING
TECHNIQUES FOR SHADOW SIDE EFFECT DURING

SHIP SHOCK TRIALS

Tejbir S. Arora and Michael E. Pearce
Shock Analysis Group

Martin Marietta Aero and Naval Svstems
Baltimore, MD 21220

The USS Mobile Bay (CG 53) Shock Trials were held
in May-June, 1987. The charges were exploded
alternately on the port side and the starboard
side. The vertical response of the Vertical
Launching System (VLS) on the side away from
charge was higher than the charge side at most
locations on the VLS. This phenomenon was recorded
during all four shots. This study analytically
explains the VLS Shadow Side Effect observed
during CG 53 Shock Trials. The methodology and
assumptions developed are applicable to future VLS
response predictions.

BACKGROUND

USS TICONDEROGA Class ships from CG 52 onwards contain two MK 41
Vertical Launching System (VLS) Launchers each of which contain 61
missiles, each stowed vertically below deck in a sealed canister
ready for launch. Each launcher consists of seven eight-cell
modules, (six identical standard modules and one system module) plus
one five-cell module. The five-cell module has a strikedown system
which is elevated to the deck level during replenishment.

The USS Mobile Bay (CG 53) Shock Trials were held in May -
June, 1987. There were two MK 41 launchers on the CG 53 as shown in
Figure 1. The two launchers were loaded differently in order to
obtain the maximum amount of engineering data. The forward launcher
was fully loaded with sixty-one missiles or weight simulators and
the aft launcher simulated a nearly spent launcher. The explosive
charges were set alternately on the port side and the starboard
side. During the test, an unanticipated phenomenon was noticed in
the VLS response for all four shots. The vertical response of the
VLS was significantly lower on the charge side than the shadow side
(side furthest away from the charge).

When the charge is exploded in water, the ship is assumed to be
at rest. The time it takes the shock wave to travel to the near
side of the ship differs from the time it takes to reach the far
side. When the shock wave first strikes the ship, it excites the
near side which in turn excites the whole ship structure. Further,
the velocity of sound is higher for the ship structure than the
velocity of sound for the water. So, by the time the shock wave
travels accross the hull shape to the far side, the ship structure
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has already been excited by internal forces. Depending on the
phasing of the arrival of these two waves, the shock loads can
result in higher response of the ship's components on the far side
than the charge side. Impact time phasing and amplitude change of
the Shock pulse is under study at Martin Marietta Aero and Naval
Systems.

This paper concentrates on the launcher response and is not
intended to characterize the overall ship response which is the
subject of a further study. The purpose of this study was to perform
a transient analysis to explain this shadow side effect and to
establish a methodology of including this effect on the response
predictions for future Shock Trials. The plan for this study was to:

a) review and evaluate Shock Trials measured data at the
launcher/ship interfaces for USS Yorktown (CG 48) and CG 53.

b) review MK 26 Guided Missile Launching System (GMLS) analyses
for USS Kidd (DDG 993) and CG 48 Shock Trials. (The MK 41 VLS in CG
53 occupied the space of the MK 26 GMLS in the comparably structured
hull (CG 48 and DDG 993)).

c) prepare a simplified model for the VLS with a CG 53
foundation model. Perform transient analysis using measured data
from the CG 53 Shock Trials (Shots Three & Four).

d) evaluate the VLS response after replacing the CG 53
foundation model with a DDG 51 subbase model.

Reference [2] compared the analytical predictions with the
measured data for the MK 26 GMLS from the CG 48 Shock Trials. It was
found that the MK26 analysis vertical response predictions were
conservative for the forward launcher and nonconservative for the
aft launcher. In addition, measured data showed that the forward
launcher vertical response was 10-15 percent higher on the shadow
side than the charge side. Whereas the aft launcher measured data
did not show any shadow side effect.

The MK26 GMLS pretest analysis [3] was performed using
translational and rotational transient input loads at the foundation
flat and the ship structure. The transient inputs to the MK26 GMLS
were generated using a fluid-structure interaction model. The MK26
analysis for CG 48 also showed higher shadow side vertical respionse
than the charge side vertical response for the forward launcher.

A review of the MK 26 GMLS analysis [4] for the DDG 993
indicated that the vertical response predictions for the forward and
aft launchers did not show any shadow side effect.

The MK41 VLS analyses for the CG 53 Shock Trials were conducted
using two methods. Tne Dynamic Design Analysis Method (DDAM) pretest
analysis [5] was performed for several loadout configurations. The
transient analysis [1] was performed for a heavy loadout to simulate
a full up launcher and a light loadout to simulate a nearly spent
launcher. The vertical response from both the analyses did not
indicate any shadow side effect. The transient analysis was



performed using translational loads only. The loads were applied to
the ship structure through a seismic mass rigidly attached to the
outer boundary points of the ship structure. The reason that no
shadow side effect appeared was that no rotational effects or side
to side variations were present in the transient loads.

The MK 41 VLS post Shock Trials correlation analysis was
conducted using the transient analysis method [6]. The charge
side response predictions showed good correlation to the CG 53 Shock
Trials measured data. However, the vertical analytic response for
the shadow side was lower than the measured data by 40 percent. The
CG 53 Shock Trials measured data was used as input loads to the VLS
foundation.

The CG 53 Shock Trials data was reviewed for both Shot Three and
Shot Four. At most locations on the MK 41 VLS the charge side
response was lower than the shadow side response. Table 1 shows a
comparison of the response between charge side and shadow side for
the forward and aft launchers. Figure 2 gives the location of
instrumentation gages on the plenum top/canister base and the deck
level for the forward and the aft launchers. The general trend of
CG 53 measured data for the MK41 is shown in figures 3 and 4, and
[11]. Shot Four (Starboard Charge) shows a greater shadow side
effect than Shot Three (Port side Charge). The VLS plenum top
response also varies depending on where the instrumentation gage was
located. The vertical acceleration peak g level at the plenum
top/canister base for Shot Three and Shot Four measured data are
presented in Figure 5.

Table 1. CG 53 Shock Trials Data Review

Forward Launcher Response-Heavy Loadout

Shot 3 Shot 4

Plenum Cq = SS CS < SS
Canister/Missile Aft Interface CS = SS CS < SS
Component Boxes CS < SS CS < SS
Deck CS < SS CS < SS

Aft Launcher Response-Light Loadout

Plenum CS < SS CS < SS
Canister/Missile Aft Interface CS > SS CS < SS
Component Boxes CS < SS CS < SS
Deck CS < SS CS < SS

Where CS = Charge Side
SS = Shadow Side
Shot 3 Port Side
Shot 4 Starboard Side
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TECHNICAL APPROACH

The mathematical models used for this study are similar to those
used in [6]. The models were modified to the extent that boundary
conditions were re-examined for the VLS foundation/deck to ship
interfaces. For the transient analysis, performed in [1] and [6],
ship roll effect was neglected. The foundation pedestals were
rigidly connected to the foundation triple beams. So, the post test
analysis loads [6] were applied at the triple beams and outboard
channels.

For the VLS Shadow Side Effect Study, the vertical response was
assumed to be decoupled from the fore/aft response. In addition,
pitch and yaw responses were neglected. Only a portion of the VLS
structure in the fore/aft direction, consisting of two modules
across the ship's centerline, was required for analysis. This study
started with stick models of two VLS eight-cell modules [13) and a
beam foundation model similar to the model used by [8]. Different
boundary conditions at the VLS foundation/ship structure interface
were examined. Further, for each side of the VLS a detailed module
model (Figure 6) was used and a reduced foundation model (Figure 7)
was developed for this study. Since only one module on each side of
the ship's centerline was modeled for this study. This required the
addition of masses to the model at the four corners of the
foundation to account for the adjacent modules. Different
missile/canister loadout configurations presented are:

- CG 53 Shock Trial heavy loadout with VLS Foundation
- CG 53 Shock Trial light loadout with VLS Foundation
- CG 53 Shock Trial heavy loadout with DDG 51 subbase

The majority of time on this effort was spent selecting the
proper boundary conditions. First a baseline model was established.
Loadouts representative of the Shock Trials were developed to
determine the boundary conditions. Some of the parameters considered
were:

i. Boundary Conditions at the Foundation/Ship Structure Interface

The fore-aft (X), pitch (RY), and yaw (RZ) motions of the ship
were assumed to be negligible with respect to the vertical (Z) and
athwartship (Y) responses, and therefore these degrees of freedom
were constrained for the model boundaries. In addition to this,
there were two types of model boundary conditions studied: Case 1.
The VLS foundation outboard channel and pedestal base (Figure 7)
were assumed to be free in the translational degrees of freedom
(DOF) Y(2) and Z(3). Translational DOF X(1), and Rotational DOF
RX(4), RY(5), a-,I RZ(6) were constrained. Case 2. All boundary
conditions for the model were the same as Case 1 except rotational
DOF RX(4) was freed.
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ii. Canister to Launcher Interface

The interface between the canister and the VLS module is
highly nonlinear. When the ship moves upward, the inertia force of
the canister is reacted at the plenum top plate. And when the ship
moves downward, the inertia force of the canister is reacted at the
dogdown structures four feet above the plenum Figure 6 and [8].
Reference [1] conducted a single cell study of a linear versus
nonlinear vertical interface between the canister and the VLS
launcher. Results of this analysis indicated that the linear
interface was approximately similar to the nonlinear interface case.
In order to simplify the analysis approach, the following
assumptions were made:

-the canister was assumed to be supported at the plenum irrespective
of the direction of ship movement. Linear interface elastic springs
in the fore and aft (X), athwartship (Y), and vertical (Z)
directions were modeled. The spring stiffness K = 1.0E8 lb/in was
assumed for all translational directions. Rotational RX and RY DOF
were free and RZ was modeled with a stiff rotational spring of
stiffness K = 1.0E9 lb/in.

- the canister was not supported at the dogdowns.

- the canister top to module deck interface was modeled with linear
springs (K = 1.0E8 lb/in) in the X and Y directions. Canister
translational Z, rotational RX, RY, and RZ DOF were assumed to be
free.

iii. Dynamic Reduction

MSC/NASTRAN (Version 65B), a finite element structural analysis
program, was used to perform direct transient response analysis. The
superelement technique used was similar to the one described in [1].
The residual structure was solved using the Generalized Dynamic
Reduction (GDR) technique instead of the Guyan reduction technique
used in [1]. The GDR technique [9] is considered the most accurate
method for dynamic reduction. Also, the model size for this study
was small compared to the model used by [1]. So the process of Guyan
reduction was eliminated.

There were three phases of operation for superelement analysis
with MSC/NASTRAN. The first phase of analysis was to perform
eigenvalue solution (SOL 63) for all superelements using the GDR
technique. The second phase was to combine all superelement data to
form the model for the residual structure and perform direct
transient analysis using MSC/NASTRAN SOL 69 [10]. The last phase
was the data recovery phase. Acceleration time history data were
recovered at various launcher locations.
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MATHEMATICAL MODELING

As mentioned previously, the finite element models used in this
analysis were essentially the same as those used in [6]. Some minor
modifications incorporated specifically for the shadow side effect
transient analysis were:

i Canister to module dogdown springs were removed from the
module superelement

ii The aft foundation plate model was reduced to a model for
one module only. The inboard pedestals on either end of the
module were modeled as bar elements with modified structural
properties [13].

iii The foundation boundary points DOF four (RX) were fixed in
Case 1 in order to neglect ship roll motion, and were freed
in Case 2 in order to permit ship roll motion.

The Finite Element Models (FEM) of the 8-cell module,
canister/missile, foundation and subbase are shown in Figures 6 and
7. Table 2 gives the weights of the major components used for the
Shadow Side Transient Analysis.

Table 2 Mode] Weight Summary

Item Unit Weight (LBS)

Standard Module 37,135
Foundation For One Module (in CG 53) 7,334
SM2 Missile/MK 13 Canister 3,770
VLASROC Missile/MK 15 Canister 4,020
Tomahawk Weight/MK 14 Canister 5,960
MK 13 Canister and Adapter + Cell Cover 2,220

Subbase For One Module (in DDG 51) 3,949

RESIDUAL STRUCTURE

The residual structure is a collection of all the superelements.
It contains boundary degrees of freedom of all the components and
the seismic masses to represent the VLS foundation/ship and the VLS
deck/ship interfaces. The boundary conditions for the structure are
defined through the seismic masses with the enforced loads in
MSC/NASTRAN (9]. For Case 1 boundary conditions, the seismic masses
were fixed in X, RX, RY, and RZ and freed in Y and Z . For Case 2
boundary conditions, the seismic masses were fixed in X, RY, and RZ
and freed in Y, Z, and RX. The seismic masses enablt the transient
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loads to be enforced on the model.

The Generalized Dynamic Reduction (GDR) method was used to
further reduce the number of degrees of freedom. The cut-off
frequency specified was 60 HZ. The total number of DOF in the
residual structure were approximately six hundred and fifty.

APPLIED LOADS

Input loads for the VLS shadow side effect study were obtained
from the CG 53 Shock Trials Shot Four data for the forward VLS
launcher and Shot Three for the aft VLS launcher. Figure 8 shows the
location of seismic masses and channel numbers used as input loads.
Figures 9 through 14 show time histories of applied loads for the
forward and aft launchers. Scale factors were used to
interpolate/extrapolate the measured data for instruments which did
not coincide with the locations of seismic masses in the FEM.

TRANSIENT ANALYSIS RESULTS

MSC/NASTRAN SOL 69 [10] was used to perform transient dynamic
analysis for this study. There were several models prepared for
different loadout configurations [13). Results are presented for the
loadout configurations which were represented in the CG 53 Shock
Trials.

The heavy loadout configuration used input data from Shot Four.
The starboard side of the ship was the charge side. This loadout
configuration was evaluated for two subcases of loads: (A) using
forward channels V7000V and V7002V and (B, using aft channels V7005V
and V7006V. The rest of the loads remained the same as shown in
Figure 11. Further, this configuration was evaluated for Case 1 and
Case 2 boundary conditions. Loading A Results: Figures 15 through 17
show the vertical accelerations at the plenum top/canister base and
deck level for the two cases. The response comparison plots show
time history and shock spectra correlate better for Case 2 than Case
1. Analysis time history peaks for the shadow side do not match the
measured data but, analysis shock spectra are within 10 percent of
measured data up to the cut-off frequency of 60 Hz. The response
frequency of Case 2 matches the measured data. Loading B Results:
Figures 18 through 20 show the accelerations at the plenum
top/canister base and deck level for the two cases. The peak
acceleration response data shows a shadow side effect for both
cases, but the shock spectra comparison between the Shock Trials
data and the two cases shows Case 2 to be closer to the measured
data.

The light loadout configuration used Shot Three data for the
aft launcher. The port side of the ship was the charge side. This
configuration was also evaluated for Case 1 and Case 2. Figures 21
through 23 show the accelerations at the plenum top/canister base
and deck level for the two cases. The peak acceleration response
data show no appreciable shadow side effect for either Case 1 or
Case 2. The shock spectra and time history comparison between the
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Shock Trials data and the two cases shows Case 2 to bi closer to the
measured data.

For the heavy loadout configuration with DDG 51 subbase model
all input loading wa.; at the subbase feet, which were connected to
the ship foundation. There were no connections with ship bulkheads.
Note that this cc.niguration is similar to the CG 53 aft foundation
whereas the fowazo foundation outboards are connected to the ships
longitudinal bulkaeads port and starboard. Because of the way in
which the subbases were connected to each other and assuming
symmetry about the center line of the subbases themselves, no
additional mass distributions needed to be simulated. This
configuration was analysed for Case 1 and Case 2. Figure 24 shows
the peak accelerations at the plenum top/canister base and deck
level for the two cases. Analysis shock spectra and time history
plots are presented in Figures 25 and 26. The peak acceleration
response data shows a shadow side effect for both cases. The
comparison of shock spectra between the two cases shows Case 2
response frequency is closer to the frequency of CG 53 heavy loadout
Case 2. The VLS with DDG 51 Subbase also showed the Shadow Side
Effect, but the peak response of the VLS was 20 percent lower for
the DDG 51 subbase case thar the CG 53 foundation e.ase.

CONCLUSIONS AND RECOMMENDATIONS

Transient analysis for the shadow side study was performed using
several different finite element models. It was noted that changinG
the athwartship load did not vary the vertical response of the
model. From the analytical response data it is clear that it is not
enough to look at the peak accelerations. Time history and shock
spectra plots of acceleration response provide a better
understanding of the shadow side effect. Ship roll motion (Case 2)
when introduced in the model gives better correlation to the
measured data than Case 1 when roll motion is constrained. This
study was able to reproduce a similar response for the VLS by using
measured data as input to the mathematical models and changing the
boundary constraints. The methodology explained in this report can
be readily adaptable to other siip hull structures.

MMA&NS analytical models for the VLS showed good correlation
with the CG 53 measure. data. Any discrepencieL which may be
present can further be reduced by using translational and rotational
inputs at the keel. The input loads for the keel and the ship
structure surrounding the VLS should be generated using a method
similar to one used by Reference 3. Tn the case of CG 53 only one
velocity g.ge data was a-ailabie at the keel.

The VLS model response for the CG 53 heavy loadout was evaluated
with the CG 53 foundation and the DDG 51 subbase. A comparison of
results for these two cases shows that the average vertical
acceleration response was 20 percent higher for the CG 53 foundation
case than for the DDG 51 subbase case. Also, a comparison of shock
response spectra indicates that the shadow side response was 50
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percent higher than charge side for the CG 53 foundation case

compared to 30 percent for the DDG 51 subbase case.

A second phase of Shadow Side Effect Study is ongoing at Martin
Marietta Aero and Naval Systems. The analaytical model for this

part of the Study will include a part of the ship structure
surrounding the VLS. Input loads will be the CG 53 Shock Trials

measured data at the ship hull for a gage located near the center
line of the ship. Input loads at the other locations on the ship
structure will be adjusted for the impact time phasing and the
amplitude change of the pulse. Delta time will be defined by the
radial distance away from the center line of the ship divided by the
spe-d of sound in water. And, the transient load amplitude change
accross the hull will be determined by keel shock factor formula
(11].
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DYNAMIC RESPONSE OF PIPE SUBJECTED TO HIGH
IMPACT LOADS

R. J. Scavuzzo and P. C. Lai
Department of Mechanical Engineering

University of Akron
Akron, OH 44325

An instrumented pressurized simply support-
ed 1 1/2" schedule 40 pipe was subjected to
starting velocity shock using a drop test
fixture. Velocities as high as 21 ft/sec
were imposed on the 4' length of pipe.
Elastically calculated stresses exceeded
the yield strength by over a factor of three.
The plastic pipe deflection is about 1/4".
Design criteria based on an allowable
plastic pipe deflection is suggested.

INTRODUCTION

Allowable dynamic stresses of piping in naval combatant ships
are normally limited to values between the yield strength and
twice the yield strength. These same limits are also used in the
ASME Boiler and Pressure Vessel Code, Section III, Division I for
nuclear piping subjected to seismic or other dynamic loads [1,2].
In this study the response of piping to both static (pressure)
stresses and dynamic stresses associated with shock loading are
expermentally investigated.

Piping subjected to naval shock never fails in the center of
a pipe span. Failures, if present, occur in threaded or soldered
joints or in the hangers supporting the pipe. Thus, based on the
experience, design effort should be concentrated on the joint
design or hanger design and not in the hanger spacing to limit
pipe bending stresses.

Recent evidence indicates that piping systems can absorb
considerably more eynamic energy than permitted by the upper limit
of 2Sy. Studies of power plants that have been subjected to large
earthquakes without having been designed to resist earthquakes
show that the piping neither failed nor showed evidence of large
plastic deformation as long as it was properly anchored [3].
Because of the econontic potential, the current Code criteria for
nuclear piping are being re-examined to determine whether more
liberal allowable stresses can be safely permitted. Work being
done for the nuclear industty can be applied to piping in naval



combatants.

One argument for permitting higher allowable stresses for the
dynamic loads is based on the concept of limited available energy
for structural deformation. For static loads such as internal
pressure (from gas or steam) and dead weight, the available energy
is large compared with the energy required to deform and,
subsequently fail the structure. However, for certain types of
dynamic loads such as an earthquake , drop-impact, and shipboard
shock, the available energy is limited and may not be sufficient
to cause either unacceptable plastic deformation or rupture.

As a result, an experimental study was sponsored by the PVRC
[31 dynamic task group to measure the dynamic response of
pressurized stainless steel piping subjected to high dynamic
loads. Specifically, the objectives the experimental portion of
this research program were to:

(1) Superpose dynamic stresses in piping onto static pressure
stresses so that current allowable stress criteria of the
ASME Boiler and Pressure Vessel Code [1] are exceeded.

(2) Obtain experimental dynamic strains in the piping
specimen to compare with various analytical predictions.

(3) Measure plastic deformation to compare with analyses.

Data provided from the first objective were used to experimentally
evaluate the significance of exceeding Code allowable stresses.
Data provided on the second and third objectives were used both to
evaluate experimental results and to compare with various
analytical solutions so that the ability of a designer to
calculate dynamic elastic-plastic stresses and strains in very
simple structures could be accessed. These analytical comparisons
are discussed in Reference [4-7].

DESCRIPTION OF TEST EQUIPMENT

Pipe Specimens

All pipe specimens were 1 1/2 in. NPS Schedule 40-type 304
stainless-steel seamless pipe. The nominal inside and outside
pipe diameters were 1.90 in. and 1.61 in., respectively. The D/t
ratio was 12.1 where D is the mean diameter.

Two tensile tests were conducted on the 304 stainless-steel
pipe material. Both tests were conducted on the first length of
the pipe which was used for the four pipe specimens. The first
test was conducted using a mechanical extensometer to measure
strains. An electric resistance strain gage was used in the
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1/4-in. diameter steel rods 9 ft high. The fixture was dropped
from different heights onto a steel channel on the floor for each
test.

Fig 2-Pipe specimen, strain gaged and mounted in loading fixture

Fig 1 -- Overview of entire test fixture with concentrated weight on
ppFe specirnen

Both uniform pipe and pipe with a 14 lb. mass at the center
of the span were tested. Output from electric resistance strain
gages at various positions on the pipe were recorded using storage
oscilloscopes. In this manner, strain-time history data were
obtained. Specimens were loaded first elastically and then into
the plastic range. Without the center mass as many as eight tests
were cor ducted on one pipe specimen. Five of the tests
plastically deformed the pipe. For the pipe specimens with the
center mass only two tests into the plastic range could be
conducted. After a particular specimen reached a center
deflection of approximately 1/2-in., it was discarded and replaced
with a new pipe specimen. A total ot eight different pipe
specimens were tested to evaluate the response of piping to high
dynamic stresses.
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second test. Data from the second test are judged to be more
accurate. The yield strength was determined from both tests.
Data from the tests were also to determine the tangent modulus.

The measured yield strengths were 27,000 psi and 29,600 psi,
respectively. The measured elastic modulus was 28.5 million psi.
The tangent modulus varied with strain. An average value of 5.5
million psi was estimated over the plastic strain range obtained
during testing. Material properties are summarized in Table 1.

Table 1-Elastic and Inelastic Material Properties Table 2-Test Instrumentation and Equipment

Et X t E E x i i Instrumentation and Equipment
hscc ( ( 1 0 (thl'if, 'i Test Equipment Manufacturer Model Comments

l hiodhlo 28, 5 !: : 1.32 0,2i: Bridge amplifier Vishay BAM-1 0-20 K Hz
'2t. 2 0.:i 2J1. G 5.5 0.2 st and meter Instruments

Storage Textronix Type-T912 0-10 M Hz
lnit y sicid sr., oscilloscope
NucL'c rSyst, , Nlatcrilik landhwk for:i1) I S."' 7

° F. 13&K electromag- Bruel and Kjaer Type 812 0-445 N
Average v alw trn tnsile texts c, ,Jtf.l at thr I "ni r~it.% of netic shaker (0-100 lb)

Akrn. B&K power Bruel & Kjaer Type 2107 -
amplifier

Test Facilities and Instrumentation

Facilities of the Mechanical Engineering Laboratory at the
University of Akron were used in this program. Strain gages were
mounted on all pipe specimens and dynamic strains were recorded on
a storage oscilloscopes. Each strain gage signal was amplified
through a bridge amplifier to the oscilloscope. A permanent
record of data was made with photographs of the scope trace.
Plastic deformation between the center of the pipe specimen and
fixture was measured after each test in a series. These
centerline deflections were measured with inclined gage blocks and
a micrometer. Data could be duplicated to within 0.002 in. with
these instruments. Instrumentation and equipment used in this test
program are listed in Table 2.

A test fixture was designed to load pipe specimens by
dropping the entire fixture at a known height (see Figs. 1 and
2). In this manner, a starting-velocity shock loads the pipe.
The fixture tests a 1 1/2-in. NPS Schedule 40 pipe specimen 48 in.
long simply supported at each end. The simple support is obtained
from hardened steel pins that extend from a collar through a steel
yoke. Two lubricated bronze bushings were press fitted into each
yoke to provide bearings with low energy losses. These yokes were
fixed to a frame fabricated from two steel channels covered with a
1/4-in, steel plate. One yoke was free to move in the axial
direction of the pipe. Steel blocks welded to the frame under
each yoke provided a very stiff support to the foundation. The
movable portion of the fixture is guided by ball bushings by 1
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The location of strain gages varied from one test series to
the next. Strain gage locations are shown on Figs. 3-5; strain
gage data from test series (or pipe specimens) 2, 3, 5 and 8 were
analyzed to determine damping in both the elastic and plastic
regimes. Specimens 2 and 3 were uniform pipe sections without a
center mass. Peak strains of approximately 3500 micro-in./in.
were obtained. Specimens 5 and 8 had a center mass of 14 lb.
(Fig. 2). For this case, peak strains over 7000 micro-in./in.
were developed. Typical high-strain data (Test Series 8) are
shown on Fig. 6.

TEST 8-3

4

A. AT

4 VV4 V

Fig 3 Strain gage Iorat ions for Test Series 2 ,nd 3

AB

3- 4
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The two ends of the pipe were fitted with plugs and 0-rdng
seals so that the pipe could be pressurized using a hydraulic



pump. Pressures up to 3000 psi could be obtained with the
fittings in the system. Thus, dynamic stresses developed from
impact are superposed onto the static pressure stresses. A closed
up view of the pin support with the yoke and bushing is shown in
Figure 7.

Fiv View of pil Support showing tl o wke( and bushing

DISCUSSION OF RESULTS

A total of nine test series were conducted on eight different
pipe specimens. Tests 1, 2, and 3 were conducted on uniform
diameter pipe specimens without a center mass. Preliminary tests
for pipe specimens with a 14 lb. mass at the center were conducted
on the third pipe specimen by turning the specimen over and
bending the pipe in the opposite direction. Tests in this pipe
are called Test Series 4. Test Series 5 through 9 were conducted
on pipe specimens with a 14 lb center mass. Test Series 9 was
conducted to determin, if the center weight tended to flatten the
pipe during impact. Peak strains from all the tests are tabulated
in Reference [4].

Data from each test on the pipe specimens without a
concentrated mass at the midspan are listed on Table 3.
Data from pipe specimens with the 14 lb center mass are listed in
Table 4. In Tables 3 and 4, the drop height is listed for each
test. The initial hydrostatic internal pressure is also
tabulated. Axial stresses from the hydroscatic pressure are added
to the peak elastically calculated dynamic stress to obtain the
maximum elastic elastically calculated stress intensity, SI. Peak
dynamic strains measured by the strain gages multiplied by the
elastic modulus is also listed. As seen in Table 3 these pseudo
stresses, E x strain, determined from strain gage data exceed the
elastically calculated values by as much as 50% for the higher
impacts (Tests 2-6, 2-7). Thus, elastic analyses trom this impact
loading underestimated the maximum strains that occurred. The
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strain-gage data from the first test appears faulty but is
provided for completeness.

Midspan (incremental) plastic deformation caused by a
particular test is also listed in Tables 3 and 4. The total
midspan deformation in a specimen is cumulative and can be
obtained by adding all values for a particular test series.
Plastic deflections obtained from tests without a center weight
are plotted in Fig. 8. A drop of approximately 20 in. was needed
to initiate measurable plastic deformation.

Deflection data for Test Series 4 through 9 are plotted in
Fig. 9. It should be noted that deflections obtained during Test
Series 5 and 6 without internal pressure were lower than values
obtained during Series 7 and 8 indicating that internal pressure
increased plastic strain in the pipe. Permanent defiections of
approximately 0.3 in. were measured for a 60 in. drop: which is
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Table 3-Elasticaly Calculat'd Stretses for Sr'eclnlens Without Concentrated Mass

2 1 .

1 1 12 -.' -, 11 942 --

21 1'1 21

12 I2F.
25 2. 5' t) t>2 ' '1), f,

2 *5 '4 IK 27 '~l14.0 40

.1) r i,1'4 : . 17 K

(O1 0

lo If

!' 9

1-'2

lx e 1)) k'-tr-nIim , ~iiv
F(; 1w ik kit i 1r.it imi, the44 1~~ ~ ~ n'i a44,i, ~~

I- if, d I'll III, N 1,4 Iv id. , .1.);, t P t f



equivalent to an Initial impact velocity of 17.9 ft./sec. Strains
measured on pipes with the center mass reached values over 7000
micro-in./in. which is six times the strain yield.

Test Series 8 was instrumented to observe ratcheting that
might have been caused by cyclic plastic bending superposed onto
the tensile static internal pressure stresses. It was expected
that permanent set or plastic strains measured in compression by
the top gage would be less than the tensile strains measured by
the bottom gage. Actually, the opposite occurred; compression set
exceeded the tensile set. Therefore, an eighth pipe specimen
(Test Series 9) was tested. In this test, data was obtained to
determine possible local bending from the concentrated mass. Pipe
diameter measurements were taken to determine possible changes
from high impact. None were cbserved. As shown in Fig. 10, the
permanent set observed with the strain gages was similar to the
permanent set measured in Test Series 8. Higher strains were also
measured in compression than in tension in this test.

Elastic stress calculations are compared to Code allowable
values for the uniform pipe specimens and specimens with the
center weight in Tables 3 and 4, respectively. Code allowabie
stress values vary depending upon the Class and Service level from
1.5-3.0 Sm or 2Sy , whichever is smaller. For 304 stainless-steel
seamless pipe the Code [1] gives Sm = 20 ksi. The maximum Service
level D limit is thus 60 ksi. Maximum experimentally measured
pseudostresses (E x strain) reached 107 ksi. The effect on the
pressurized pipe was that 3 permanent set of 3/8 in. occurred with
no other structural damage. Furthermore, this set can be estimated
as discussed in Part III of this report.

Results listed in Table 4 clearly demonstrate that the upper
limit of Code-allowable value be exceeded by a factor of over 6
(Test 5-4) without rupture or even significant plastic deformation
of the pipe. In that test, the peak measured strain was 7190
micro-in./in. with a corresponding elastic pseudostress (E x
strain) of 204,820 psi. A centerline displacement of 0.279 in.
resulted.

APPLICATION TO NAVAL SHOCK ANALYSIS

The pipe can be analyzed assuming a starting velocity equal
to the velocity at impact.
For a 5' drop height, the velocity at impact is

V = 17.9 ft./sec. (1)

The first mode natural frequency of the 13.9 lb. oil filled pipe
with a 14 lb. center weight is approximately 42 Hz.



The effective G load is:

G = V2T F/g (2)

G = 146.7 g's (3)

Thus, the calculated dynamic stress, Sd, based on a center weight
of 27.9 lbs is

Sd = 152,400 psi

This stress is clearly unacceptable by current Naval allowable
stress standards for a material with a 30,000 psi yield strength.
As seen in Table 4 the permanent deflection of the pipe is between
0.28" to 0.35". Defections of this magnitude are usually
insignificant in shipboard applications.

SUMMARY and CONCLUSIONS

(1) A total of 9 straight pipe specimens in 10 test series were
tested with a starting velocity shock and internal pressure.

(2) Strains of 7190 micro-in./in. (for which E x strain = 204,900
psi), and permanent deflections of up to 0.3 in. were obtained
for a 1 1/2 in. Schedule 40-type 304 SS simply supported pipe
4 ft. long with internal pressure of 2500 psi. Other than the
bend in the pipe, there was no adverse effects on the
integrity of the pipe.

(3) Experimental data indicate that allowable stresses based on
the yield strength for dynamic impact loads can be increased
significantly without affecting the integrity of the pipe.

(4) Criteria should be based on an allowable permanenc
displacement of the pipe rather than a stress criteria. Also
the criteria should emphasize the strength of joints and pipe
hangers.
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BUBBLE JET CALCULATIONS USING THE
DYSMAS/E FINITE DIFFERENCE CODE

Stepien A. Wilkerson
Naval Surface Weapons Center
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Silver Spring, MD 20903-5000

and
Dr. Hans Schittke

Industriealagen-Betriebsgeseflschaft
Abteilung Finite Berechnungsverfahren

8012 Ottobrunn bei Munchen
Federal Republic of Germany

A method of calculating underwater bubble collapse
using the DYSMAS/E code is presented. The effects on
bubble growth and collapse of a nearby rigid boundary
and the free surface are included in the analysis.
The solution methodology is described and the
advantages and disadvantages of compressible flow
theory are compared to incompressible flow theory.
The approach is shown to give reasonable results in
comparison to observed explosion bubble behavior.
The paper also contains a preliminary look at the
formation of a bubble jet

BACKGROUND

The formulation of the DYSMAS/E code was based on an existing
one dimensional finite ifference code. The code employs the basic
conservation of momentu , 'wss and energy laws. The original one
dimensional model was ei, led to include one and two dimensional
cylindrical coordinate sy.,ems and one, two and three dimensional
cartesian coordinate systems. The present DYSMAS/E finite difference
code is still undergoing development. The code makes use of state-
ot-the-art discretization, material models, equation of state
formulations and failure criteria. The present version of DYSMAS/E
utilizes the FLIC (FLuid In Cell) finite difference method of Gentry
Martin and Daly I . The method is second order with exception of the
convective phase. In this phase a donor cell upwind differencing
method is used. Other methods are also under development.

The material model uses an elastic-plastic strength formulation
with a linear-elastic constitutive relation for isotopic materials
and a Von Mises yield criterion which takes into account the affects
of strain, strain-rate, temperature and pressure effects. Further,

I I)7



the code includes several burn models including constant velocity
burn the C-J volume burn, burn to detonation and forest fire

-4burn . The code contains specific models for water, including
cavitation affects; air, accounting for high energy dissociation and
ionization; compacting soils, as well as an extensive list of high
explosives. Amoung the equation of state models is the Jones Wilkins
Lee (JWL) equation of state for explosives. In all the code has an
internal data bank of about 60 materials.

The failure criteria that can be used in DYSMAS/E provide for
failure due to exceeding the maximum allowable distention of a
material, the maximum effective stress, the maximum effective strain,
or the hydrodynamic pressure. Thise criteria account for strain
rate, temperature and load state. After failure, the code simulates
failure propagation in a material cell by introducing a small failed
region which can grow according to an assumed load-dependent rate
law. In this model a fully failed material will support no tensile
load. However, recompression of a failed material is possible.

PROBLEM DEFINITION

The purpose of this study was to explore the applicability of
the DYSMAS/E code to the analysis of the underwater explosion bubble
collapse. In particular, DYSMAS/E's ability to predict the formation
of a bubble jet, toward a rigid boundary during the bubble's collapse
phase, was of primary importance. The problem chosen for analysis
was that of a small explosive charge (1.4 grams of TNT) situated
between a free surface and a rigid flat plate such that the bubble
should collapse onto the rigid flat plate during its collapse phase.
The location of the charge was approximately 3/4 of the expected
maxirvum radius from the plate. At this location, a bubble jet was
expected to form and impact on the rigid boundary near the end of the
first bubble period. Figure 1 shows the geometry being studied.
Selection of this configuration permits the problem to be easily
duplicated experimentally.

The DYSMAS/E code offers a variety of detonation models
including a fully exploded model, a C-J Constant Volume burn model,
the burn to detonation model by Mader, initiation and growth model by
Lee and Tarver and the forest fire model by Mader. In the interest
of simplicity a fully exploded model was chosen for the TNT
explosive. In this model the original volume of TNT converted to a
high pressure, high temperature gas, thus providing the initial
conditions for the dynamic expansion and contraction of the explosion
products. The problem under consideration is axisymmetric and a
cylindrical coordinate system is used.

In order to take full advantage of DYSMAS/E rezoning features an
initial grid of 40 by 40 cells was used. Since the change in each
cell must be calculated during a cycle, and the shock wave can only
propagate one cell per cycle, it would be inefficient to include a
large grid initially. Therefore, use of a small grid reduces the
computation time required for each cycle and the rezoning feature can
be used when required to expand the grid for the outward propagation

198



of tit explosion's shock wave. DYSMAS/E rezoning can be performed
using an integer factor. For example, a factor of 2 along a
coordinate axis would combine the information of two cells into one
alo~rr that axis. Figure 2 shows the initial 40 by 40 grid and the
location of the TNT cells within the grid. It was initially
important to choose a sufficient number of cells being occupied by
the TNT gaseous products and a sufficient number of fluid cells.
Having sufficient cells occupied by the TNT gaseous products allows
the detailed examination of the bubble jetting phenomena. An
insufficient number of TNT gas cells would obscure the resolution,
details, and accuracy of the compilation. Furthermore, the initial
grid size and proportions become important when a rezoning is
performed. This rezoning must be done in a way that preserves the
initial grid's ratio of fluid cells to TNT gas cells. If this is not
done correctly, the total number of cells will grcbe, thus increasing
the computational time or the loss of TNT cells will res't4 in a
degradation of computational accuracy. Furthermore, the best ..1:ziy to
estimate proper proportions appears to come with experience. In
order to gain experience several grid configurations in a one
dimensional system as well as several configurations in a two
dimensional system were experimented with before choosing the final
grid given in Figure 2. The importance of consistent rezoning
procedures is dule to the code's time dependence on shock wave speed.
As the initial shock wave propagates outward, roughly at the speed of
sound in water, the explosive gases continiue to expand outward
dropping the internal pressure of the TNT's gas products. This drop
in gas pressure results in a decreasing outward momentum which is
clearly time dependent. When the shock wave reaches the outer fluid
cells the analysis must be stopped and a rezoning must be performed
before the analysis can continue. If at that time the bubble's gases
have not expanded sufficiently, the total ratio of TNT to fluid cells
will not be preserved after rezoning. This in turn will become a
worsening problem with each additional rezone and a real problem
throughout the analysis.

After the initial choice of grid sizes the problem was rezoned 4
additional times. The final grid was utilized until the bubble jet
formed and impacted on the rigid boundary. One additional rezoning
would have increased the accuracy near the end of the collapse phase
of the bubble period. However, the results obtained up to that point
were sufficient for the purpose of this analysis and no final
rezoning was performed. The rezoning procedures in DYSMAS/E were
very efficient, and the total rezoning procos became so routine that
a 5 to 10 minute operator time delay per rezone was all that was
required before continuing the analysis. A plot showing the rezoning
process and the amount of time in terms of computation cycles is
shown in Figure 3. The first and second choice of grid resulted in
a larger number of ctls being needed in the 3 rd and 44 rezoning.
However, after the 4 rezoning the bubble was sufficient in size so
that the final rezoning was the last required. The final
configuration consisted of a 60 by 65 grid with gradually expanding
cells along the x and y axes. The final grid extended several meters
high and 10 meters out. A large grid limits the influence of a
reflected shock wave from a boundary which reduces surrounding
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boundary constraints and allows the influence of the flat plate on

bubble collapse to be studied accurately.

RESULTS

The results showed that the interaction of the bubble with the
flat plate and the bubble's proximity to the free surface extended
the bubbles period slightly, which was expected. When compared with
empirical rules, the DYSMAS/E's predicted bubble period was 10 to 15
percent longer then an equivalent free field detonation which seemed
reasonable. A number of plots were made throughout the analysis,
showing the behavior of the bubble and surrounding fluid. Several
notable plots are shown here which duplicate expected bubble behavior
during its growth and collapse in the proximity of a rigid boundary
and near a free surface. Initially the gaseous products from the
explosive detonation become nearly spherical. The initial tin can
shaped charge used in thi 6 analysis became nearly spherical after
only 15 cycles, 1.024*10 seconds, into the analysis. A velocity
plot showing the outward movement of gaseous jproducts and the
beginning of the formation, of the now nearly spherical shock wave,
is shown in Figure 4. In Figure 5 the outer circle, highlighted by
the velocity vectors, is the shock wave in the fluid and the darker
inner circle shows the expanding bubble gases. As indicated, this
velocity distribution is representative of expected shockwave
formation and early time bubble growth and is very early in the
analysis (5.315*10-06 seconds). One additional velocity distribution
is given in Figure 6. Figure 6 shows the rebounding shockwave from
the rigid boundary which is seen propagating outward behind the
initial shock wave. The dark inner velocity vectors show the near
spherical expansion of the bubble's explosive gases.

In order to show the phenomena of bubble jetting as well as the
magnitude of the bubble jet strength, several momentum distribution
plots are presented. These plots indicate the magnitude of each
cell's momentum relative to the other cells. In-other-words, higher
momentum cells will be highlighted by larger vectors which can be
seen as darkened areas on the plots. These larger momentum vectors
become of interest in estimating the magnitude of the force being
exerted on the rigid boundary by the bubble jet. Additionally, the
bubble's boundary can be estimated by recalling that momentum is the
product of mass and velocity for each cell. Since the TNT gaseous
products are of a very low density, and the plot is scaled in
accordance with the highest momentum, areas occupied by the TNT gas
bubble are shown with little or no momentum. These areas are
surrounded by high momentum fluid vectors and can be identified on
the figures. Figure 7 shows a momentum distribution near maximum
bubble expansion. The outward bubble expansion is highlighted by a
dark ring of momentum vectors. Further, the interaction with the
free surface can also be seen by the mish-mash of momentum vectors
extending from the upper portion of the bubbles surface to the free
surface of the water. Figure 8 shows the initial contraction of the
bubble and the beginning of the formation of a bubble jet near the
top of the bubble surface. Finally, Figure 9 shows definite
formation of a bubble jet and Figure 10 shows the jet impacting on
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the rigid boundary. The results show conclusively that a bubble jet
will form and impact on the rigid boundary under the initial
conditions imposed by this study. Further, the results indicate that
the momentum in the area of the bubble's jet could be significant in
deforming a non-rigid boundary.

CONCLUSION

The DYSMAS/E code represents a major contribution to the field
of computational fluid dynamics and offers the opportunity to study
complex physical phenomenon in detail. The code is easy to use, well
written and offers an abundance of features. In particular the
present study offers only limited results. However, the results
presented indicate that the code is easily adapted for specific
underwater applications. In particular, the code is well suited for
the study of shock wave propagation as well as the study of
underwater explosion bubble collapse.

The DYSMAS/E code offers a number of advantages over an
incompressible irrotational flow theory approach in analyzing an
underwater explosion bubble collapse. The code methodology avoids
the problems that occur in incompressible theory when the bubble jet
penetrates the opposite surface of the bubble. Additionally, the
effects of the energy loss after the bubble minimum are also
partially accounted for in DYSMAS/E. DYSMAS/E will also allow the
consideration of a deformable boundary. Incompressible theory
currently does not address these complex phenomena which occur near
the bubble minimum. The one negative aspect of DYSMAS/E is that the
code is very computationally intensive and requires a large amount of
computer time. In conclusion, DYSMAS/E offers the opportunity to
study particular cases of bubble jet collapse in detail, but is not
well suited for parametric studies on bubble collapse. Such studies
are better suited for incompressible flow theory, where multiple
parameters can be studied, prior to bubble jet penetration, in a
fraction of the computational time required by DYSMAS/E.
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CONVERGENCE OF FINITE ELEMENT FREQUENCY
ANALYSIS FOR A THIN WALLED CYLINDER

Joseph M. Santiago and Henry L. Wisniewski
US Army Ballistic Research Laboratory

Aberdeen Proving Ground, MD 21005-5066

The natural frequencies of a thin walled cylindrical shell are com-
puted using the ADINA finite element computer program and compared
with the frequencies from a Rayleigh-Ritz solution of the Kirchhoff shell
equations. The rate of convergence of the finite element solution is
investigated by using three progressively refined mesh discretizations.
Models based on the 16-node quadrilateral curved shell element and
the 3-node triangular plate element are generated for each mesh. The
subspace iteration solution method is employed to solve for the first 100
frequencies and results are used to estimate rates of convergence and
limit frequencies. Comparison of the solutions calculated by the three
finite element meshes reveals that frequencies converge predominantly
from above and that the quadrilateral element converges faster than
the triangular element. Convergence correlates with the mode shape
rather than the frequency, with modes having few oscillations being
closest to convergence. Comparison with the Rayleigh-Ritz solutions
reveals that while the finite element frequencies are markedly closer
to converging for less complex mode shapes, as the oscillations in the
modes increase, the frequencies predicted by the Rayleigh-Ritz analysis
become superior.

INTRODUCTION

This paper investigates how the accuracy of finite element calculations for the natural frequen-
cies of a thin walled cylindrical shell is effected by the type and number of elements employed. Such
analyses are often useful as a preliminary means of selecting an appropriate finite element model for
subsequent transient response computations. In fact, the present investigation is an outgrowth of
such a study [1]. The commercially available AI)INA comlputer program [2] is used for this study.
Convergence of the finite element solution is investigated by using three progressively refined mesh
(liscretizations, comprising 325, 703, and 1225 nodes. Finite element iodeis based on the 16-node
quadrilateral curved shell element and the 3-node triangular plate element are developed for each of
the three meshes. The subspace iteration solution method [3; pages 672-695] resident in the AI)INA
program is used to calculate the first 100 frequencies for each inesh and elenietit combination. For
each element type, the frequencies predicted by the three mesh models are usedl to estimate the
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rate of convergence and a limit frequency for each mode by assuming a power convergence formla.
An independent Rayleigh-Ritz analysis of the Kirchhoff shell equations for the cylinder is used to
calculate the frequencies corresponding to the modes computed by the finite element analysis. As
an estimate of the error in the finite element solutions, the computed frequencies and the limit
frequencies for each element type are compared using the Rayleigh- Ritz frequencies as a basis.

BACKGROUND

It is commonly accepted that the accuracy with which a finite element analysis reproduces
the transient response of a structure, in particular when the response is predominantly elastic, is
a function of how well the frequency spectrum of the structure is modeled. This is because the
accuracy of the transient solution is limited by the frequency spectrum associated with the finite
element discretization irrespective of the time integration scheme used to solve the equations of
motion, see Bathe [3; pages 499-547]. For this reason, a frequency analysis can prove useful as a
preliminary step in selecting an appropriate finite element model for subsequent dynamic analyses.

lowever, it is well known that the frequency spectrum of a finite element model does not
duplicate exactly the frequency spectrum of the corresponding continuous body. First, the spectrum
of the continuous body is infinite, while that of the finite element model is finite and equal to
the number of degrees-of-freedom. Second, the process of discretization, in particular, the choice
of mass matrix, distorts the frequency spectrum relative to the associated modes. A consistent
mass formulation will overpredict frequencies, while a lumped mass formulation may underpredict
frequencies [4]. Moreover, the accuracy of a finite element frequency analysis depends on how
closely the finite element shape functions approximate mode shapes. This means that accuracy will
diminish as modes become more oscillatory. Since highly oscillatory modes are often associated
with the higher frequencies, this means that the high frequency end of the spectrum will be poorly
calculated by the finite element model. That is, these high frequencies will be more a reflection of
the discrete modeling, sensitive to the total number of nodes and the type of elements used, but
having little resemblance to the actual structure's spectrum. If, however, as most often happens,
the loading on the structure is fairly smooth in time and space, the response will be governed
by the lower frequencies, since the higher frequencies will be only slightly excited and will hardly
contribute to the total response. Moreover, for sufficiently severe loading, plastic deformation will
tend to dampen the higher frequencies so that the lower ones predominate after a short while.
Thai is why a finite element analysis will often predict the transient response of a structure quite
accurately wheii only the lower frequency modes are modeled adequately. However, some care is
reqlired in choosing appropriate elements and in using a sufficient number of nodes.

To some extent, these observations reflect the conclusions reached in our first investigation
into the problem [1]. There, the ADINA program was used to reproduce the transient, deformations
imeasured on a cylindrical shell subjected to an enveloping blast wave in a shock tube experiment
[5]. A preliminary frequency analysis was used to select an appropriate discretization and element
type., and compared with a counterpart Rayleigh-Ritz analysis. This comparison revealed some of
lhe features described above, in particular, that the Rayleigh- Ritz predictions became not iceally

superior to the finite element predictions as the mode shapes became more oscillatory, although at
Ihat tiIme we did not fully understand the reason for this. Moreover, at the tmie it was mistakeimly
fouiid that the frequencies predicted by the triangular plate element model were closer to converging
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than those predicted by the quadrilateral element model. This was contrary to our expectations
because the cubic shape function of the quadrilateral element seeimed better suited to niodeling
the oscillatory pattern of the modes than the linear shape function of the triangular plate clement.
The increased computational power resulting from the replacement of the (.vb)t-r 7600 computer
by the ('ray XM-P/48 computer at the Ballistic Research Laboratory in late 1986, provided the
opportunity to reinvestigate this problem and answer some ,"f the questions raised by the earlier
study.

CYLINDER SPECIFICATIONS

The cylinder analyzed in this paper, as in our first study [1], is taken from an experimental
investigation [5] and has the following dimensions:

L length between clamped ends = 0.8 in (31.5 in.)
D inside diameter = 0.30.18 m (12.0 in.)
h wall thickness = 1.016 irn (0.0-1 in.)

These give a D/h ratio of 300, well within thin shell theory. The mechanical properties of the
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lIn l'igiire I th' freqtn'icies ol)taiin'd by tlit itugraili for the cylil(h.lr iiiih'r ,,ilrtionl art,

)lulttedl agaiiisl tI(' numirt'i of cirti iiferential waves foi. asc(en(ling iiiillt'frs of loiili t n(iii; I ,alf

wave.s. Iili i tod11( of reprcsctlt at iou clear'v illulst rates the aioimalotus cliaract er of th e ft''q(tncy

sp'ttrttii of theit (Vli('r. which is iiil'ke that of simple' structures, such as beams an(] plates.
where lie ,,at ural frequncy iicreases with the complexity of the corresponding mode .lial)c. IHere
we hot ice t hat while the fre(i(icies of the cyliider icrCasC Mionotoinically with itI,' tniiber of
loll.,i tlililal half waxes. m. thc tretd w t respect tc the iti1ber of circuinfereiit ial waves, n. is
uil IiIas iiIl that at first thit frej(iictics show ail tuexpected decrease to a miitmuiiu followed by
I l(' lilt(' usual iliollot ltli" Inc1(ease. For this et'ason,. frequencies higher than the tmitfhln, oCC'tr
lot l iuv for hii"gl,(r valiis of, a. but also lower values. This behavior is explainiied by A rniold and
\Vanl,,,rlot )t it, duit' to a balance in llie straiii cliergy stored in tiembran(' deformuation ( decreasing
wit Ii ligl'r 11) anid thi' flexuiral deforiual ionl (increasii g with higher n) causing the lowest fr c y
t(L u t at;.;" t au: litt 'iedietev value of' ii where tlie Iota! c,,.ry is a mnuitiiiri. Fi ally, it should

Ibe' t'il )1 a sizt'<I th Iat be'atus tithue R aylligh-Ritz ,method uses approxi mate dis)lacem ient fiumuctiins

-tIu.I)tg I) I' ttluililbrituii ill al iutegial sense Only. t he fre'qencies calculated b, t his iethod cail
I)' tl' cl it) tt)vit'ere(li(t tht' tru' iiatural fr('que('ies of tlie cylinder.

FINITE ELEMENT FREQUENCY ANALYSIS

I.siiug tlte AI)INA tugem -ft(qut'( y aiialvsis option, th list 100 ft'quiet's aiid( associat(d
t >,hIapt's are caltculated for t'd(h of the six finite eleiii t models p)reiously dest'cril)ed. The

talIulatt ions (tmplov tile subspace iterat ion nmiet hod of solut ion cx(lsively [3: pages 6-12 695. since

MITr prv'.,ious iiv'stigation I1 cstahlihd that this tm ethod gives 'ssentiallv tie same answers as

(e't('riiiiiiaiit search i(tth10(! (al-o available in AI)INA). but with relativelv less ('oi11 itational effort
as the I))O1 of tlt odels increase. A consistent mass formnulation is enmiployed tIirolughoutt. so that
the analv.sis ovt'r)r(dicts the true c Iintluh'r frequcit's [1 0: page 226].

Ili( .\)IN.A programni calculates frequencies il ascend(ing order starting with tlle fi!i(hlltuntal.

F~igi irts 5 9. showii g the first 20 frequericies and associated mode shapes obtailed xw'it ith( most

t'Filit('d it'sh (21 x-18) using the quadrilateral elem nt,' .ty plifies the results obtained from the AI)IN\
toiult tat i','. .Notice that tlt(' iiiniii'r of circiinfereintial waves (oes iuot uiecessaril y inc-rease will

th' fr'tqutincy: for exaulIple. for illiode's vit i onle longituditiaI half wave, the number of citrcutmf'rential
W\t' in iitll ' 3M is itss thaii tihat ii Iotde 2. tlt' inumber it imiode 6 is less thain that it io(e 5.

ind so ol. This is Lt )xe'tt't it light of' tl laylt'igh-litz analysis. Figure .1, sinc for ,ach
liiilv t f, ltiit lidiial hailf waves. th'rt' art higher frt'queiet's to the left as xw'ell as to tit(' right of

it' iitiit(ii frequency. I'll( t iies rtuired by t he finite eleient models to calclilale t li Iii'st 10t)

fre'jl'ici(es oii t]lt( (' ray N -NI)/l coiputt'r art' ill the order of 2- :3 minutes for the 12x2-1 niesli.
(6 t i iiitt<'s for Itl' I<Sx 36 iitt'sh. aintd 13 IT) iliullites for tlt' 2-1x,18. Ili general, tlt( soltltion titiiles.
ill ad(lit tito toi t'.h(.(tgf lh( F)()I" of th' models. ait' inllu'ncetd by the valuts of th lparain'ter's iit..c
il tlit'( slbspace tt'ratioln mit'tho( anl tlt' availablt comput'r stot'agte. but art' not allet't'td Imutit'h bv
lit' t v)l' of' el" i c'l it iilplovet.

lhhe r'smilts of the litite eleiuhetit freqrl tc'y cal culationts. as well as tlt' thost' for tlit' Hyalt'ig -
Hit/. amal*vsis. art ar'aing(d in, ortdtr of ast'.tiiig wavt' t,,tmlbers ill Appeiidix B for th' (uialrilateral
('h',cipuit iiiotlls and inl A1 ' '" : ', for thli t.ria::g_,lar cl',uiiit imot'ls. Since t e lit I i ' ele im, ct
natlvis. alutlatets frittti('i('s ill asct','ttliing tortder. to g 'rierate th<ese tables it is tiecessarY to assig i
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n-6 m-1

Mode Shape 4 Frequencj 378 cps

n-3 m-1

Mode Shape 3 Frequenc 368 cps

Mode Shape 2 Fr equenc 290 cps

n-4 m-1

Mode Shape I Frequency 272 cps

Ifigur, 5: Frequencies and mod, shapes for t he 24x,18 niish Ib-node quadrilateral veinejt llod+: tjinlhs 1
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n-8rn-i1

Mode Shope 8 Frequenc 656 cps

n-6 M-3

Mode Shape 7 FrequencQ 648 cps

n-2 rnl-i

Mode Shope 6 Frequenc 632 cps

n-7-

.,de Shoce S Frequer,,c- 504 cps
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n-9 rn-i

n-8 Mn-3

r 1 5 - .3

n-7 mn-3

I 
1 1 - d r i i , i l I l I i I I - ,



n-10 rn-i

n-8 Mn5

n-9 M-3



n-6 M-5

Mode Shape 20 F-equernc 1181 cPs

n-9 M-5

.'~ de Sape 9 Fequenc-i 10887 cps

n-10 m-3

Mocce Shape 16 Freqo enc!4. 1079 co s

n-7 m-5
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F igure 1t0. Mode 92J calculated with the I2x2 tiesli iodcl isinig 3-nell' I ri~mi.giilr , 1 iii iii>

wave titiihet's m, aild /I to elach f'e(1 ueti(' , hased oil iditifyirig thle 1itiiiihet' Of waves III tihe dltfle('t jot

pattIerni. I-lie process is niot dificul'iit for tie( inuore reflredI riieslies. see ligiltes ) 9. but for tihe coarsest
niiesli ( 12x2.1). idenutificat ion (-ali becomle uiiicerttaiii as tie uiiiriiler of waves increases. Iii sontie case's

Involving thec triangular cleriieit tiodef. Idetit ificat loll becomfes Imipossile. givilig rise to~ gaps Ill

I lie coarse riies"li dat a ill A\ppend ix C for the highly oscillat ory muodles. Figure 1 0 iiiist ratc(' this~
(lilciia l'(- miodle 92 obt1ainled withi trianigular eleujieits and~ thle I 2x2.l mesh: here, riot ()ll\- is t ie
circiitn~cfeeti al pat tern very Irregular. buit it is Imipossibie to dle rtiliri li tiuiriiler of' lon"igi liial
halt waves. \Vl the freuenicies ob~tainied from thle A 1)1NA calcunlatllotis ate gr'aphled as fild tis

oIf i lie tiiiiii1iet of u'ircuituiferettial waves for ascending tiiitiiiiets of loriit ulirlal half waves. I lie ('iir\'es
aie fWll i o to h ave thle sari ie general chiaract erist ics as t hose obt air l l bY lie H avh igli-RHitz /riiet 1 od,

1. 'I'llcr f ic.rthler' thli shiowiigi liese very' simnilargah o h i'elie aclt

wep r-cilIi ga ii thle diff'eences Inlt lie fr'equierics calculat ed bY thleme riiodels ili termtis ot deviat otiIS

fr)I1i I w avleighi-Iiti lreqlieti('es later ii I lie paper Ii lFiures 11 I5.

I lie c 1alles Ill Appenidices B anid C show that. with tihle except ioti of sotme siml liloides wit i
few (Iscillat oti., thle frequienicies predile by bot i thle (1talrilateral arid thle trtianitiiiar ceeriei
ii o lek (oriveIrge fromi ablove as t lie firiit e ceentt mieshi Is r'efined. 11 in arCCennrit with Iitlie use of
a i~~i t Iias5 antalys5is. Morover, as thle riesli Is refined.t Ilie frte( 1ieticles. 1Ion' illmicS wit ii few

(r,( illtlm ciialige less 1 han t hose for highly ost'illatorv. iiodles. ItIIIcat IrI g I hIa t I lie ,)11 for i t are 1 ilser
() U v l'I It-),i'11ii(. t111s ( alises fri'e(Jli(ies ofl somie miodles witl few o'v c(illat ions to lie t'('hlaccdl ill tlie

I hYe~L t m los Iiinlotles withi maniy osc'illat ionts a~s thle mesli is refhined. sin1ce i I lie lowe-st PUO

hfi(ll let cit ' ;1IA' con ipi il i by th le p)i'Ogr'a iii. ( ose( 1 i iit lv. there Is aI sfil' M t th l tllia r dat a wit Ii
11lw ' lii 2111 hs Iwi rig iii chit ld as tilc ili eSh is t'('i Ied ;i t 1ilw i'xp tius of lisill lt))11-

iti 1 \\' ti ( iia Li ti. Il , genera I. wi th tlie cvX('(Jm of' Smile Iim fes wit ii few IS.jI it a is. If ic

411i.01iW Iiil il eleicit'l hi'eqiitiities are( lower il~ thle cl-r.It''5iillt I Ii iiiiii_,Illar c'luilieii f'rlieuicil

in d ;it H iat for ai gi\ei ll' of i'efiiieliiiii thel qui;idfiilatei'al ehliii wyill prtedlict fl'lljicm 1tes

kpii\(1I1_IIi' aid hc is SI-lil1ol

Ii itlsk tj Soil fi y icc Itd till fit '(1111t ciiill (' 1111)!du m'I II l' li t( I'e i II I i id I llie tile Iav 'id -

P" 11 1't I I ilI If \y i l k . Iii lit ills a Ii lii TI >1- . \ I Il I l t \A I(4 t c c I wlI I r ( Ii I t I lIi li I tc or 1'()d, \ I I Ii il i f)' e w i

(fr r kil i .'' Iri ' se- I( --rI-w 1; c'.)~ -p i m, 1h \li, -RI



w~aves, nIncrii'eases, the~ frequenicies frot tie( twou i Ilttds approIachi a tltoh -owvt 'u tim Itiit' ;11it

I Is is th at the s Ihllsoilal fuiict, ot is uised T iithIe I RavIciglI -I it I I a i i s ht'totiiho fat I P PlxtI III I I lttli,

of the disp~laceents thani the c'eleett sliallei hiitions ats the osci I atit lm s It II i~ tI ". HIIitsItl .~

Hleiice, tite fact that tite liavieighi-Ritz formuwlation sat isfies the( ((ftills uf' Inutioul III anI itil('raf

senIse atl(I not exactly lh 0111l5 less sigificanit wit ft illl-ctlg us'illait itls. It is t I I' lin 111;1 b itii

lie finiite eleixietit ilesh , tie( cross-over frequienicy is dca Idan so)It ll iJt~t ImrAeit i I ihe accti atY
of, ie( fitiit~e el('tlienlt solti ons for thle higher vafnies of ii is achlieved, bu tit]~ all (-&,cs fu)I Ilie liiglie~t
tinumiber of ci rCutnIfeei'Itial waves c'onsid eredtl ie( IHa\'1 leihIHiti il('(fl'li'i ate- (fuweY It) comui r'-tI iit_,.

fIliese p)oints5 will liedealt with agatin lbelow ill comtpar ing t ie( de\ atluoll of il( lifiillec('tllnt sttliil l t

frotii thle lRavleigh-lit ' sohit oul

CONVERGENCE ANALYSIS

(O Oltt al c t't of, thle limi1t frqec is iIee. Iti gl'licra, I. d icwt ( 1111111oerieal a loor-it IiIlls
(uliver11ge as sollit' power'l of tie( tIesl IilcIelli(tlt. Inldeed. Tong and IPiati[I] liavt' s liuwi that thle talt'
ait wdlh in cach frteijieticy ('ulIpitI1 IAv a fitHiC~ ('ICHIleit 111011( cull verges, lo( its 1111 tii \l lie tcall Ic

1)011111 et I) all exltssi' Il of thle fotinl:

vwkivt ) it a iaracl'risli I iiesb lengi ii, ullly\ Olhe it'slil itit'n'lildilI . , it'e f'reiieiiev bYi i it l

I lie ii11 clu eltienit Iiodef withI lie givei uIiesli. f is thle cutivergedl vallic of' I li ftetpieticv. (1111aili(' Illu
Oit 11it it, as 0- . h- alild I/ al'(' lliu0htl paramlet ers t hat artt assili (I 1l lo e i('tclilt'iit of 1 lie I it'sli
HICiV'IIt'Iii t althoiughi ti( he bh call be itilliit'ticeth l) V tI lt' I \f, up f clleent li15't antd. ill pa tI itiilar
K Clli dcpt'ild oil the freyqit*v be(1 ig contsitderedt. Thieste prallii(tes cali b lilt idtfltcl as follows

Iis ati ('Xfpllill ial l~ll'dill'(' of .tie( rate at which Thle fitiih clltiit tillt'f is ('tolleltii 1tt Th lit'11uiii
fri't-~iCIv% anid h'I i a ii'asii I' of' t ie clost'iiess of' It( le ode1 hl t o t hat himi Ifre 'tt.

D"111t" ti \a lies oIf till IIIII ri'l ftt'icit'tt's f alt' listd Ill :\ lflllitt5 B an tiC . atnd thlit va Ii ts t tf t lit'

It'it~'tv Fit'. lihlt'' tft'atfv shIow t hat I li' quiahlilattral ('ftilillt (ttulvfruts at~ i i'.t ;atI \%Oi 11 i

A li ( I dII 'O'1 l t1 f frt 'tu l l u 'I Iti' ll it 111)1 'til Ht anI d ltI(' i ~v t~ I t it all 2l I 11 fit 't j I ( it 'i(t * tItl 1i th

\ I I lit' c ti lll s t ~iti it t l t cl li ('Iic i' ft'ill ;II( iis tt lilt t It Ia~I it'c ul r i t i 'l t lt c 1liwt t i t t t

ther 11111 1re uelcic ;l, w~r. Ils w all'lmleh,1222 ~ m



ulnc, arc cxcludcd as being tin reasoabl)e.

Table 2: Rate of convergence exponents for the 16-node quadrilateral element calculations.

1 3 5 7 9 11 13 15

2 6.073-1

3 5.6355 11.5008
.1 5.6901 6.0780 11.0451 10.79-19
5 5.4316 5.6659 7.131-1 7.1157
6 5.38,17 5.529-1 3.8910 6.5-187 6.6586 6.6089

5.3902 5.3958 4.1984 6.4439 6.4974 6.5,142 5.1608
S -1.53-16 6.0074 7.0628 7.3185 7.3-139 7.2336 5.9967 5.1817
9 5.3157 5.2851 5.6039 4.6614 5.1830 5.5903 4.8821 4.5157

10 5.2,117 5.2227 5.3451 4.9409 5.2430 5.6208 5.1029 4.9-103
11 5.1739 5 1624 5.3321 5.0016 5.2334 5.6371 5.3107 5.2768
12 6.3212 6.1602 5.4696 4.4996 3.8266 3.6086 3.3694 3.5631
13 5.0-408 5.0.112 5.0296 5.0170 5.0935 5.212-1 4.8311 4.7201
1.1 5.0034 5.00-12 5.0075 5.0095 5.1023 5.2519 5.0074
15 4.9319 4.9319 4.9404 4.9616 5.0728 5.23-16

Table 3: Rate of convergence exponents for the 3-node triangular element calculations.

ni 1 :35 7 9 11

'2 1.9980

3 2.0629 1.7110
4 2.0693 1.9828 1.6387 1.1371

5 2.0733 2.04,10 1.9063 1.6142 1.5170
6 :1.1869 2.0751 1.9960 1.8306 1.b23
7 2.0199 2.0920 2.0390 1.9214 1.7530 1.1877
8 1.9971 2.0759 2.0605 1.9628 1.7662 1.2706
9 1.9736 2.027-4 2.0519 1.9715 1.72-11 1.2362

10 1.9416 1.9656 2.0026 1.9,11.1 1.607:3 1.0280
11 1.8985 1 .8936 1.91 39 1.8587
12 1.8375 1.7948 1.7567 1.65:31
13 1.7586 1.7089 1.61.1:1 1.5195
1.1 1.6192 1.5807 1.1624 1.30 141
15 1.5006 1.4 159 1.2-101
16 1.29)00 1.1816 1.0221

COMPARISON OF FREQUENCIES

In this sectjun we comnpare Ihli deviationls of tle frql enicies co l)it 'u with tle t lirec fiite
'le illnt tle'slies an t Ihe Iitiiit feqit eclci ,s obItailel from t lie comvergcminc a alYsis fol. t1e two 'cllnilt

..



ypes relative to the Rayleigh- it z frequencies as a bas)". Ideallyv. we wouild prefer to uet he t rile

cvhlrd 'r frequenlcies as a basis for conliparisori. but thlese are iilavailable. 'The nlext choice miighit

be thle limiit. frequ!enies, except t hat tie( I iiiiits S (01 plite( uinig thle tw c( ler i. I , vpvse are at wide

variance. Ind~icatinig possile Iniaccuracy ill repiroducilig thli t rue frequenicies . M~olver. ilel(- ni11t

frequencies are b~ased o11 tble correspon(iing fi iitev eleriient frequencies. whiicli are t 11(1151 isves se('i IV

to the accuracy with which the finite element anial%,sis simuiilates t lie miodle shapes. hentce, an error Ill

an -iv one of thle three finite elenient, frecquencies dule to a faulty sI siviatiloli of at mlode shape wolilli be

perpctutatcd llii the hiliiit frequency. Soliie serlit ivitY to liiodle iiodleliiig Is. li fact. (lis('ov('i l in thle

followling analysis. For these reasons we chose tie Rayl('igli-Ritz (lta ats thle basis for (oiiifarisonl.

For pupoe of compiJarisoni thle dleviat ion for each m odle is represent edl as alli error:

compuitedl frequije (y - Haleigh- Ritz frequieiicvy
CITUIH -avleigli-RHit z frequenicY(2

For thel (c01mplut er frequenicy wve use either t he, fre(1uien cies stic('essi vekl l '0ipiit ed bY the Ili ne 11ii it c

clemueint meshes or thle related limiut frequieiic v. Whleni a comlplit ed f'requeicv~c is lower t hal 111cli

Ravlei gb-Ritz frequency. thle error will be ntegat ive. an Inidicat ion t hat it Is closecr to 0 ioiuergiiig

Ihaii t lie Rtavlei gh-Rittz .Figures I11 13 show graphically t lie result s of t ie( error aiia1\lvss for t lie

quiadlrilateral 'eeent and~ Figures 1 1 15~ for t lie trianigular ('cleit.

Focusing oil the results from the quradrilatcral cleliiii ('aicuilat loris. Figure I I shows t fiat for
Miodles with one lonigitluial hialf wave, . = 1, if a mode has five or less ('irciuiii'rei i\'Cs.
lie err-ors fromi all thlree Iliesli calculat ioiis are negative anid pract icallY i list iigiiisliallc hrorn ectc

other. signiifyving that the firite (deunti frejuenics are' very (lose to t heir 1Ii11 mit \l le a id. 1. eicc.

mi ore acciiratel y comipuited hiant Ilie corresponding Rayleiigh- Ritz f're(pii'ic ,v. .A,' thle h 1  er1,c ld

circuiiufereit ial waves increcase, thle error inl each meishi caletilat ion 1Cineses limiti ifech 1wconii1c, pro-

g relsi vly positive, Inidicatinig t hat, thec corresponidinig fh'eqiericies are fart her away fromi(oieliL

han thle Htavlei glitz frequencies. [lie error curves for (aci niesli give ani irldica tionl of t1lie it

of ('011 \egenice, Shiowinig t hat thle 21 x-18 uiuesli frequencies are rec 'l\(lose to con v( 'rut i ii. al' 1 .
although eo, asy to see, tt ilr'e tiRitz frequencies.aesihl wo tt avcg-i
Thiese t renil(ls for thle riost p~art per'sist for m1odes wit il thlree, arid Ii ye lorligi hiial halIf waves,. ('Neef)
hlat Ill t11ie latter (ase thle siioot liless inlt ilie error cuirye for ilie 12 x2 I i (sh is dliip tc hYI ;tI

positivi' plililp Ill tilie valuec at 11 8.

Figuire 12 shiows t hat t lie t('ii'icv for at jumli i thle err-olrv ofI' ()I lie 12X~ x 2meh atl /I

prI"I. i1to iiiodl(s withI seei. iniie. and elev'ni lorigituid inial haIf' waves. \b in 'ver, a1 "1111m pkv u it

iliilp begins to apphe(ar Iil th error ( cu0 r 'ves for thei lSX3i iiieshi at it =12, which 1ijpjii'1ii I ('let>

lie error cuirye f'oi' thle hi mi1t frejuienles byv causing a iegaltiye Jii1111 atlii w (((ilt. I 11 ;11", 'a

shows, how t lie cii rves f'or tlie 12 x21 mesh rio long coinicide w%.il hil ko thir ci ( ; \~ai tl' 1 ]wI 'V

va files of' circuriifereitit I walve iiuimbers. Moreover. t lie figure11( Miore, Clari y if 111ist r.,t1c, I at t Il 1111111W

f'r'eq I llicles ar'e beowtlie H avigh- hit z f'r'eiiericies over t ll(' ('litire ialiii" 'c I'lir 13 hmv( 1 'l;11'>
this teniitcl(' for jumsli i thle ('l'l'01 curves of' tie( 12 x2.1 mchilela it -- S a ill t li I it* t1 11 I 2

((llillis1 f'or miodes with Iitlir't en arid lift eeu lorigli iii al hiaIf' waves.

of' ci rcii i'ereritiah wave's anid th li riiiriio of cii('u nI fm're it ia I cden ieit >: iiIlt Iwil ( Ii >ic 1' iiuiiiwr (d

I'l('liilt s lisedlL by ilie fil it e e~liri iiodel Ii t1lie circi liii fereI~ lit C111 a di ll 'It11 1\\i(i e aIs(a il t'Ac'Il,-

Ilu]Iliber of cir'ci iiifereritial wave over hal1f tI lie cvliidei (lrcill l( ic-cicc. HlIP, 1m~i I thatl e,;whl \%;I\( 1

Mlodleledl b)v exilv two 'lenliinit 5Ill t hiis iii neit 1111. T hat t ll(' 51ll lo on il sI 1(11(c e ller 1,. I Il! -' ill]
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25-thirteen longitudinal half waves (m-13)
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FiLiirc I .t: 1.rr, grapis 1'ir i(tia~ri1alcratI clemenl t cil ti olls III = I3. I .

il~iit~ i (leli(tiltlit ilil l aiid dCIIll;tljotil I)ittteti is n1ot altoi(t('tlier surpfrisitig: what is sI vanle
Is I hat tat 11(1 t hati Ilit S0li11)11 HItIl)t0l'OIII it wtd5('t15. lilt lilt ilv.Y it 5'etllis reasonale ( I o ('xJ)(t

that l itc Ii iot( clos('I\ thele ll ieit tlist Iikhut 0 (o iltll to II( iewave' jialtern' of I III dl'Oll loll t ie,
twarc(1 Il he('ti!,\ hl l otixiil)'Ii 511 wii heI to Ose th lic(letlitilt sliafpe itiol 1(11 \tlild I I lol

,ti gt~\'titi I'iat ~ , Iles *-kual~i iipl-cil t U cottit ittar , y to be ti-e is phuzzling aild~
IleetIS to he( inlvest atiletl 1,1t herl to 5tec if t il t('sttlt Is t tic III getietal for fititc cletlietit f titt'ti(\l

I! ie I( (pathiltteral ('lt'lic'itl (Comtparitig Figure I Iwith Figure 1 I. we nlot ie t hat the( erroi-
iiof IIIhe Irtitiguhat eletietilt hitcotie po)sit ive at lower \uilies of' it Il;l haI 1 ome (d' the juplrilittertll

tjili~tliltetal celt'titi frequietic. \lotrsver't l tIi' eit llokll lt'we' thelii Ilef('icces for Ih litileretit
111(511 til iltt tills" at I lit ltwet. \;Ilc hits 11f Iis gleatet 'ith III( I tottigitluir tietlletit tIlotlls 1 hati witl Iicl

iflililt crl t'lctli('it ttiotl'l. F~igure( I I As()ow a pctlliar (TrusSilg it'et oh t it(' ('Frot ctlt-Ves of, tit(e
lit an.ti live loILIIjtuilItual hlt Iav hllti:tjit> 1, H cuuiisedIl\ lvle l(llt1Ctatlatiwith
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the coarsest mnesh for th 1 uwest - ue of n being lower than thle correspond inrg freqIiiriPeS cor ii 1ut ed

with the refined mneshes, a violation of the conlvergenI ce from abLove re(jirIrIertierit. Last lI the lili t

curves ind~icate a peculiar trendl inl the limit frequencies: t hey show t hat thle lim it Irce'nci&5sak
coilsidrl blwte alig-Ritz frequencies at, thli lower valuies of 11, wli cli is to beC expectedl,

that they approach the Rayleigh-Ritz frequencies at thle Initermrediate values of n . aga in expect (d.

but thlen, unexpectedly, that they are once more conisiderably below the ayleigl i-Hizfeqe

at. the highier values of n, even though now the frequencies, for thle t liree nesli calciilat is areC

cotisiderablv above those of the Rayleigh- Ritz frequencies. Tie last result iscaly w roiig lbeca se

it implies t hat, the poor frequency predictioiis cailnula ted by the finite elerit mi odels at thle ii iglier

values of n v ield 1 i it frequencies t hat are closer to conive'ri ii __ thIiani thle miore a cciurat e freqIm ieicy

p~red1ict ions at the intermediate valutes of n . Moreover, we know froiui thle qu ad rilateral elemiiii

com pa risonis, Fi gures 11 -1:3, that for modes with ma nyi oscillations, thle Rayleigh -RHit z frequenlcy

pred iction s are very close to the limiit valutes. Most, of thle above observationis coritriue to hold irme

ili lie error comiparisonus for the seven, nine, and eleven lonigit udinal half' waves results, 1Figurre 15.

andl need nut be discussed further. The th irt een anid fi ft eei lonrgi tud inial half waves daita Is too

spr( for muean ingful comparison arid is ienuce omiut ted. Biasically. the poor performianrce of thle

rianugular element miodels inl reproducing the cyidrfrequenicies, especially for ii iodes wit li iria nv

oscillations, call be attrib~uted to the elenierit's poor sli ni a tion of thle mtore con ilcx deforrittioi

pat ternis. as exemiif ied inl Figure 10. an d Its lo,'' rate of' con vergence Tale :3.

SUMMARY OF RESULTS

Comiparisoni of' the first 100 natuiral freqiienices of thi cy linidr c (alculated bY using three pro-
0F(,.rVClv refitied fiite elerruert nieshes for both thle 16(-node quadrilateral shell clemrent atnd :3-niod

rianuguilar plate (lenlittc tIrerarigirlar clerment ttiodol conifirmris thfat freqjureii('s conIvergef( predlri-

iruarut l to I heir t rue valuies fromn above, inl agreerment withI the use, of' a corisis-telt Iliass iiiialXsis.

Thle frequenvicies coni pliledl by qiuadfri lateral veIenerit modlels are closer to corivergi riT th Ilu itliecoe

sporlilini freqirericies coripurted by triangular elemnirt miodlels. dlesp~ite t ie( fact t hat t lie latte r miodels

reijiiired 20V7 ilore tfegrees-of-freedin. iiI part ictrlar. t lie convergence st iid~v ,lio,%, n fil t lie qiradni-

Ian eral elerruenit o. lie average coniverges thlree timies faster tlhan thle triangular element . Moreover.

as t1 lie ruuniler of oscillationls Ill thre niioues inlcrease, it becomles p)rogressively mlore diflicult to clearly

ilerit ifv t lie rinmber of oscillations iii t lie iruodes, comiplited bY thle t riarugilar elerilent iodlels. Hihe

oldnv drawback foindriil i sing i lie qiuadrilateral elemterit Is t hat for rutode shape arid niiesli corlli-

niationis wiecre (clih wave Ill liec circlliuferenit ial (directiJon rs iiiodlel('( 1) ei v tw\o (dlrlienits. tlhe

freency cadlulated bY thre finlite ('lenienit Iiiodel is slighit l less accirrate t hanl nionlial t Ilierao

fohisl. pui/Aug rcsurlt reriainis uinexp~lainied. Overall. thle (fuiadlrilaterail (lcillerit has Lccil found to) he

uIpciioi ill Iiiost J(51 )('(ts to thle t riaruigililt' celiclit arid is recoruiruierldedl for frequenlcY calcilat ions1.

I lic c alcilatioris also n-eve ul t hat ac-curacy rI coipt irig t lie frequrerucies of a cyllinder Is, ]lot raw,(-

11s>111* lv better for thle lower frequenicies. burt cor-relates, witl Ii nodc oscillations- -thle les.> oscillat ins

al Miiode corit airus. t1lie closer Its freqireric v is, to converginlg As anl iridircct resulit of thlis. it has been

IX and L)v ion uparnug t lie filii i i en it souihit ioll's wit I t lehc alih-Hi sollrt ions" t hat. wliile t ie

firiit( eheuuierit frequencies are ruarkedfv closer to) coMuvergig for thle less comlhex miodle ,hapes. ais

lie 1iurruuber of oscillat ionls Ill thle rlliode shlapes Increase. t lie frequrletwcs pjvru(Aed hY Pavleigh-Hit i

iii IV u r )rov stIcadl Iv a rid] an,' sii b-ial nia Ilv elosir to(' co \il'ri ri for high ly osillltorv riodeIs.

I hue reaSonl for t his Is thlat as t Ile oscillaitions" Ill t Ilie uuode~s in1crease. t hue , sinusoial fiirict ionls ulsed I ii
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thle Rayleigh-Ritz anlssbecoing better approxinlialtlis of the -hall the element
shape flit., jujis. Thl i result c-an be significarit for situnat ions where tilgh frequency response asso-
ciat Cd wii Iiimany oscillat ions mrust be accurately modeled, since improvements ti the accuracy of
he fi ite e(lenient method are usually a ttai ned by refi ninmg the iiieshI arid thle degree of refinremnent is

limited by tile sto rage capacity of the computer. Onl the other hand the utility of the Rayleigh-Ritz
ap)proach1, although more accurate for large numbers of oscillationis, is limited to simple geomletrie's
for w hichi good analytical approximations to miode shapes are available.

(Geierally, although thlese calculations succeedled it, meeting the objectives of' stutdy. revealiilg
lie effect s of mnesh refinement onl the accuracy of the( frequency predlict ions, showing thle overall

bet ter 1)(Tformfance of a complex elemienit over a simple clement, clarifying some issues raised by our
Carlier st udy, and giving insight into the properties of the frequency spectrum for cylinders. they also
raise som e inmt riguin~g questions . Among these are, why dloes thre simple celiemit performed so poorly"
\W'iv% Is tlie quadiri lateral eleneiit not as accurate when thle element configuirat ion andi (l(formlia t loll
pat terni coincides? More funidamieintally, can thle accuracy of finite element frequency lpre(iect ions1 he

imprj~ovedl for hiighly oscillatory' modes without Undue demnids onl coniputer muleiiuuor ? OnlepoilJ(
approach to the last is to comibinie the consistent miass formulation, which overpred ict s frequecies.
w%-it i te lu~moped mass forimulatioin, which inl certain situations underpred ict s frequencies. ill order
to achiieve accurracy ii a given frequency range. In summary, these calcuilatioins have anlsweredl
soilIC quest ion. but have also pointed out areas in which further work ic-ds to be donle to better
undl~erstanid finite elememnt frequency analysis.
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APPENDIX A: RAYLEIGH-RITZ ANALYSIS OF DONNELL
SHELL

I lhe H ayleigl-i- jt'i ili ot1  of, dilavsts i '' applied( III til- append'i~ix t I hitI( lolil il c epI a Iitt!" 1,()
a (Vli1itlrical sli('ll. Thiis is" takcii fromi ~ais' tc.,Iook oil ('lastic sl1('ll. hut1 wit h toliI tIl". iit

hit' Ii inl It Is prt'5(ill ('t It1re [S: Pages1' 300 '10 1. ( lat ills 8. 1. Ig kY 1 1 al c '11 (11, ti i.

Thet DoilO'h I aI)IplomI~iltio t t h Ile ctSJ lii t111111 ((1 i t ~oli5 for a1 ( li titrita I slcl. a1hl t het >t; 1
tlats frequenclcy lit it l oll~ (s& of c 0'' itI ciliiiat( thlie t ili( (lepl)(rilitt. call hte wi Ii l as fllow

;': page 297, t'(jlat ions S. 13]:

_ + d.+ 2 i 2 + 2+)r~ Id
(2 )2 Iy ,, 2. 1-h .-(' y a

2
1  O x

Ly, + - + + +- 1 3(1 2 01 2'h

aj2 12 a a - 01

w here

ut = axi, lisplac(tcme lit

ii' = radlial (lisJpla((Ieit

x' = axial coordl nate

Y = circumfnerent ial coordhiiate(

,A:= 'ircuilar trewil c

aI = mcand~ radlus of cylrinder

ht - thlickniess ot (VI lider

2 )2  (.)2

Is. 1hle Lap1lacianl ope(rator

isia dimuenisioniless circuilar frequenic , andl V, v, andh p an,' the ri lat elia toi >111, a It Ii Ct iii I It hfI
ill the set oll (lititleti ( 'YINI)I SI-I''[C1 A IONS.

A hatll Y meritijttietl . thle Rayleigli- INH it r oot li ses, a . cl oh 1,i1i !loll \%11i1i1I i I hc 4) ti t' i

litietit to approxilmate the tlisplacenlilts. Ion tII' slitl t'thuit onls, It is to)iivt'lii41I1 1kttii~iit
11w a le shapes by tdisIplaeliil i li ilrs ('Ii W viei bi eaiii tI iii tiiii t 1 t11 l i ll III I II,, ii I

thivet lion and~ t rigoniorlietri lt lict tii ll lt Ilie tirtull~lfent'~ I n It lc lol

it = A 'Jx(.uottt . - si7AO it'~- 1)0r t>
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APPENDIX B: FREQUENCIES COMPUTED BY
QUADRILATERAL ELEMENT MODELS

l\,+ t ', 4,t ( '- ~ ,, i 4 ) 11 11, ' . it 't it t lt 14,, li;,tt'14 ,.t I 4411 li lt 1 ,(ci(N 1 .-, Ii I l 11-41<! N> +. ."

, i , I , ' 7 ,,,~'[.( it, I ,9 I t I t it i 1411 , i <it',Ii i, - 'it'! i ,t it k I I I IiII IIIIi .i '-I ' i T; ' .

4111141- kt - 1 \l st 'o u mIII I I I t
ii' ~ ~ ~ ~ ~ ~ 2 1 .\nilsi V;~ I~ I4 1 ~ 9 1x Ii

1 1 1212h 1)) J 0IU 129 15 12 2(;>:G. < -'ll6 s17

2 7N:( 1 632. 2111 9:.2H 1 )2.2N1 fn:1.'I( I

II 1 1s.H ) 7 ' ' TS 27T2.:12 2712.71. 22.
I 4 2'.) 91 1317 21 .u:> '211.99T) 291"1-i

I)7.H2> 31 31> :1>992 :17 I. 19I :I >i. if<

I T - 1 ". 1 ( 412.1 2- 1 ;.h9 (h. I1 (4412

, - I ))2 ) I of; 1.41. 1 11o1:I1..2 1 1(),)2T731 1 39 7 1
1 12 12.06 1 i1().SS>) 12.7.1 12 1777 1') l1. 3

I 12 1 ,, T ,. 2 l,' )I 1,(.1-15 I " )3.,11 2 G " .1 1,1
I :; 17:1.N79 5 616.9 1 1 1 ;11 1 H A I I 71.I I

I 2 22N .u 111-9. 13 2 1)t11.) T 21iI
SI 1 1 I i7 I 17) 1 '9_'.u :1,)7 1) Si'17t.TN1, 2: 1 t'.

I1 11 2v .' 17.1. 171 ;) 1nT
.1 - 21 7 1Iu.I 7lI I.7 1.<

.1 I $l7.1 IT) i~I72 iI 171 ,1

I1 N i4.1 m 21 17 s .4. 17 711 ,

+, i"'2.1 ft9 t . .l , >'r2 l 1 '1 , >' i 't-

I:, li,' t i~t (,= l+, ,,i * ,:-, i) t it '-'t i(. <.2 I I' ',T ik/ltt .- l< . I l .. >( W {I'i(l l I77 NI,'~ ,< ", t '> ', t l,



\Wave Rayleigh 1"__it__ ___l nt Analysis
NKlI1ers -Ritz mesl ('onfigirathlo Lirmitto n .,nahsis 12 x2.1 18 x3(6 1.~ a~e

3 11 1286.789 136 1.362 1295.883 1288.760 1"2S6. 67 1
3 12 15 19.893 1(i5 1.395 1532.729 153.676 1521.,'252
:3 13 1775.821 2008.077 I105.:)1 17S2.267 1775. 19 1
3 1-1 2053.608 2.1:9.253 2103.021 206 1. 19 1 2052. 12S
3 15 2352.710 2963.266 2132.700 2369.732 23119.6)2S
3 I6 2672.952 2798. 173 2(91 .9(;5
3 17 301-1.091 :3205.820 3055.572

2 3.161.230 338.1.730
3 2580.316 2-190.989 2190.551 2 190.6 6-1

5 ,1 19-10.536 186G.1.819 1861.729 186 1.695 1861.693
5 5 1502.061 1110. 108 1.113.1:38 11-12.901
5 6 1222.181 1185.421 1182.288 1181.739 1181.172
5) 7 107-1.652 1055.860 1049.3:33 1018.313 10 17.87s
5 8 1039.79,8 1057.7,12 1025.522 102:3.828 1023.572
5 9 1097.1 1.1 1120.928 1090.877 1088.112 1087.123
5 10 1223.682 1269.495 1223.797 1219.158 1217.888
5 11 1,1001.350 1 185.,175 14107.005 1399.000 1 396.798
5 12 1611.612 1751.,139 1627.995 1(i 16.012 1(i12.915
5 13 1859. 160 209-1.509 1887.161 1 1863.778 1S56.1 90
5 11 2129.911 2517.888 2178.112 2138.922 2126.763
5 15 2.12-1.59:3 :3036.519 2503. 185 2,1.10.088 120. 00S
5 16 27-11919 286-5.753 2759.685
5 17 3081.1,17 3270.739 :3120.9 17
1 3 3375.185 3:32-1.916
7 - 2726.938 267(;1.62-5 26 6. 688 26(6.628 2(;(6(.(;25
7 5 2217.967 2170.050 216(0.71-1 2160.236 21 60. 165
7 6 18-1-1.2-16 1813.105 1796.928 1795.891 1795.705

159-1.062 1586.580 1558.890 1557.(12 1 556.(i S
7 8 1,157.133 1195.157 1-13::3.658 1 130.715 1 1(.306
7 9 1,122.803 1113.209 1 109.511 1 (15.117 1 11 :3.5 19)
7 10 1-176.508 1527.(i7-1 1 172.()67 1 915.19 11 :3.:117
7 1 i 1600.8 17 1 G91 .(i06 16GO(1.8 12 15 .I S12 159 1.(;:3
7 12 I 779.613 1931.2.12 1796) .526G 1777.71G 1770)G IS
7 1:1 2000.73N 22-19.111 202S.2S2 20(02.902 1995.)55
7 H 2256.081 2(i55.937 2:10:3.75:1 2263.12 2250577
7 I5 25-10.51) 31(il.3 15 2( 1,S.153 2551.3,SS 2531. 163
7 16 2851.017 29 73.7 1G 28G)s. 1 12
7 I7 3185.567 322:.6S2
9 3 3905.701 3,;79.9 .) .7

I -1 3333.3:3 3311.6(6() :12 (2 2,2
5 28:33.760 2818.2)7 2 792.5 13 271.22! 27 9 1 ).725

9 6 2-130.0-1 E-12S. 119 2:9 0.7)10 23SS. 199 2'7. 7(,
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Nuii 1lI rs -RI~itz %i.lesli ( olil gfflr'railwll --- H! il Ii

11 n Analysis 12x21 1S x3 21xtS Val is

9 7 2127.870 2119.023 20) 1.5S8 209 1.029 20!,, .379)
9 8 1926.892 2011.736 1902.267 197.105 1,9.3.9.
9 9 1823.906 1875.3.57 1)s0.A699 I 11)1..01 1799.113

9 10 1812.125 18 9.263 1(0(;.2(;:1 17!6. 150 179!:i.{;G I
II 18'80.507 20)10. I61 I S :.896: I,70.567 l.'6.7 16

9 12 201 5.589 2208.207 20 10.(i72 2010.GO1, 1!).)5.; 1!9
9 13 2201. 1>3 219 1.821 2233.152 220 I.2,S A W219.."1

9 1.1 213 6. '0-1 2, '79.29 15.7, 2111.995 2 12,S.
9 15 270.5. 0:; 337.176 27.81> 2717.27 207.11 1

16 300 1.075 112 ' .997 302 1.520
11 .1 3783.651 3773.219

11 5 3333.722 3351. 133 330I8S
11 6 29.12.815 2989.910 2917.090 2912257 291 1.723
11 7 2627.791 271)7.528 26.1.686 2598.0,2 259..s96

11 S 296.6 19 2558.911 2378.991 2370.135 23;8.872
11 9 2252..01 2365.960 2212.073 2230.(;I5 2227.716
11 10 219.LO16 2:50.331 2191.976 2177.19! 2173.9 13
11 11 2216.166 2120.128 2222.7i9 2201.838 220{1123
11 12 2:309.26 2579.016 2:.18.3!)! 230:1.523 227S.911
I 1 13 2161.692 28302.08 2 19.792 2.163.223 2 153.A00

II 1.1 2(i70.295 31 89.092 272136 267.T2 266520
11 15 2918.28:1 3667.123 3000.08!) 292.48I2 .90 ..355

1 1 32{}2.20135 322 L 1.5
I:1 5 73.1.785 :7316.686

13 G 3379.6 1 : 15 1.9 67
13 7 3077.585 :228.478 3073.939 3057. 117 :052. 188

13 s 2811.(i79 3106. t50 28-13. 119 2822.260 2817.738
13 9 267!. 137 289)2.793 2687.113 266.577 2651 196
13 10 253.975 2867.58.1 2609.393 258 0.6 67 2572.068
1: 11 258.1.250 2917.271 2606.891 257.1.973 2,56(. 12-7

13 12 26 5. 112 3051 027 271 2.;7} 26I1}.396 -2 .5 .0i
13 13 2770.10O8 3276.810 22,87.19 1 2769.5S81 2751.15
13 1.1 2!) 19.825 1615.960 3021.927 2951.561 29::6 59
13 15 :1 76.6 15 :276.(083 3188.136 188. 136
1 6 32.57!) Is? 3 32
I1 7 :3 178. 1 S1 3705.163

15 8 3251 .- 17 361.293 32,1.7597 :12 13.07) :3231.821

I 5 :1 ! 1.{&1 :11}2.S3S 3127.1:19 30S1.937 306 1.I81
I5 1 299-5.112 3 166.507 :1}:1S.771 2)>, .16S 2972.063

. II 2! 7 T 3526. 299 .).IG.59() 2963 192 291.. . -..
1.3 12 :3 07.12.) 3662.92 1 :3 11 1.577 :l006.07S 29 1.5.:171)
1. 1: 1:1 : 1>7\,0:1 3 19S.S7 :1 11. Is:3 :I181.221
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APPENDIX C: FREQUENCIES COMPUTED BY
TRIANGULAR ELEMENT MODELS

The frequencies conputed using the three trigi lar (1 et t( )i,,MV atl 1i> iod,. l '- Xi
ascending order according to the IuIbter of axial hlall-wave's (11) air(l iir(llt'Inir('tCt i[;l wave\(> 11,
cortailled ill tie iode shape, and, col llill-wise. ill ill'l'crasilg degr(e of llw(.l refi l et l l. I "l
comnparist, they are flanked ont the left by the re(1 i(cle('i5 [' ll Ille Ray'vic ,ll-lRitz anmal\r ,;ilS ,,
the right by the lilliit freI' IeiIcies froill the co l Ige itc analYsis " t li i11t( (.(illelil fi i -.
Inl tihIre [rajoity of cases. tie freqtuencies calculate(d by tile fillite ('cleieiti In l d o i , ; I 111t)(111
convcrge fron above. Also, it, shiould be ioticed tlhat. witI a few e'X(e()t iols, tirle f iriel(.i'i t,
a given, Ilode computed with the triangular eletelnlit illodels are higher andl. hte t(. hIuil.' lIt,,
(oniverging than the corresponrdinig flquencies C oi lI)urte(l with t i e Itral lrilateral (1c(l .ll llhl I i
.\pent)di 1B.

Wave Rayleigh Finite i'lleclit AnlalY.is
Numbers -Ritz Mesh ('ofiguratioll I,inuit
mI n \nalysis 12x21 18X36 21 \ales

1 1 1:327.086 1206.398 1207.115 1207.09 1
1 2 678.3416 638.3.18 63 1.171 632.708 (;10 .825
1 3 387.831 379.025 372.268 3(i9.95(; 361. 102

4 281.4-15 285.489 277.776 75.113 271.9(7
1 5 294.060 301.175 296.3 19 293.57 9 290.1
1 6 379.028 396.089 38-1.575 : 1.958 :IS .21 5
1 7 50:3.196 531.777 5 15.515 509.86 1 502.(! 1:1
1 8 654.887 701.1-12 675.112 665.99 2 651.2-11
1 9 829.201 901 .989 86 1l. 1 6 8 i7.080 82S.:12 1
1 10 1025.093 11:31.796 10/711.118 1052..130 102:. 1,12

I 11 12-12.067 1.100.927 1:313..28 1282.2! 0 1238.6!6 5
1 12 1.179.922 1701.707 1581.525 15:1(.!):11 1172.911
1 13 17:18.566 20:18.:77 1S7S.351 181 1.26S 1 72 1.505

1 . 2 0)17.9)59 2 110.895: '22 05. 51 S 2123.99!11 1' "S) -

1 15 2:318.080 2818.120 256.1.226 2157.950 226G1.09l)(
I I G 2638.9 17 3256. 121 2! 155.(6062(1.1) '2: 2,5 1 S.29
1 17 29"0.16,1 :3718.058 :1:10.(6:11 3211.130 26(91.,'10
3 1 3561.922 3317.865 31113.926 :1122.s('5 :1126.12

. .2 22(.207 21.10.167 2 1 l. 2 39..171
3 : 1 1971.200 1 1:2.:309 -12.71 S 1 105.15: 13013.209

I 10315.952 1028.5) 9!)8.2:17 9,> 7.55 )17.(66:5
5 778.178 807.89 1 77(0.977 75S.259 7 12.:17(U
( 6 667.170 718.60 8 (77. 5 66 1.0 11 h 17.3:11

:1 7 (670.5'90 7:1(6.01:1 69)2.1911 (;77.7.I8 I 51 (;, J

S 757.:102 837.286 7,S. 152 77 1.-21 75 1. (,5
.89).070 1001.115 )11.727 )1 .115 '.) 15

:f [ 10 17>.172 1213.90 1 1137.3 1S I ii0.220I 1171..:1>
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Wave z ayleigh .- ite Element Analysis
N umber" -Ritz Mesh (oifiguralion ] limit
In 11 Analysis 12x2,l 18x36 2.1 x,8 Values
3 11 1286.789 1,168.739 1368.067 1331.157 1280.902
3 12 1519.893 1761.997 1630.962 1581.591 1508.54:3
3 13 17T75.824 2094.501 1925.231 1859.459 1755.872
3 1-1 2053.608 2.162.879 2251.070 2164.909 2015.263
3 15 2352.710 2866.006 2609.117 2498.290 2277.864
3 16 2672.952 3298.585 3000.115 2860.216 2514.585
3 17 :301.1.09.1 :3755.553 3-124.869 3251.4,12

5 2 3161.230 3355.516 3-101.357 :3399.229
5 3 2580.316 2512.09.1 2522.69:3 2509.33.1
5 -1 1940.536 1958.13:3 1906.6.40 1886.123 1852.057
5 5 1502.061 1569.586 1-198.522 1472.797 1,137.580

5 6 1222.,181 1330.702 12-15.965 1216.26-1 1177.975
5 7 107-1652 1213.489 1118.927 1086.292 1015.:387
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ABSTRACT

A computer aided implementation of the Ritz method is presented to

calculate the natural frequency of a plate with interior support points

reinforced by stiffeners. Symbolic algebra software, REDUCE, is used to

generate permissible Galerkin functions for the deflection of the plate that

satisfy both the free boundary conditions and support constraints. The effect

of stiffeners can be handled by additional line integrals. REDUCE is also uspd

to calculate matrix elements for the generalized eigenvalue problem. The

method has advantages over purely numerical methods and is particular suitable

for the sensitivity analysis.

INTRODUCTION

A computer-aided implementation of classical Ritz procedure is presented to

treat free vibration of a plate reinforced by stiffeners. An integral method

which has been successfully applied to the analysis of transient heat

conduction is adopted and symbolic algebra software, REDUCE [1], is used for

the analysis.
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Of various boundary conditions of the plate problems, the free edge poses

the most difficulty and receives the least attention. This is because the

boundary conditions associated with free edges ("natural boundary conditions")

involve higher order derivatives of the plate lateral displacement.

Ai ,,6 gal mCLijud, which takes advantag! or DULn numerical techniques and

symbolic algebra software, has been used in heat transfer problems and it has

proven to be a powerful and accurate method for various problems in transient

heat conduction [2-3]. By combining the standard Galerkin method with symbolic

algebra software, improved accuracy and reduced computer time are possible.

The lateral displacement in free edge plates with stiffeners is expressed

as a series of polynomials each of which satisfies the free boundary

conditions. Coefficients of these polynomials are determined by the standard

Ritz method using the Galerkin functions. Symbolic algebra software is

essential to perform necessary algebraic operations to generate admissible

Galerkin functions and generalized mass and stiffness matrices for the

generalized eigenvalue problem [4]. The presence of stiffeners is handled by

additional integrations over stiffener phases [5]. The obtained expression is

in closed form and unlike purely numerical methods such as finite element or

finite differeihce methods, this method does not require excessive computational

time nor huge memory storage.

It is also possible to to compute the sensitivity of eigenvalues with

respect to variation of support locations based on the Galerkin method and

computer algebra. This sensitivity will be useful in choosing support

locations and can be also used in automated programs to find the optimal

support locations to maximize the fundamental natural frequency.

Numerical examples are also presented.
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ANALYSIS

A sLii enea wo-uwensioni±.i piae suppur- eu aL Piiio puii: IL wil :Izi

edges is considered. The governing equations for the plate and stiffeners are

expressed as

a2w a 4w a4w (94 w

Pp + D - + 2 +- ) = 0 (1)
9t2 9x 4  ax 2 9y 2  9y 4

92 w  
d 4 v -

s -2 + El = 0 (2)
at 2  Y=Yi dx4  Y=Yi

2w d 4 w '

+ El = 0 (3)S at2  x-xi dY4  x-xj

where p, and ps are the mass densities of the plate and stiffeners,

respectively, w is the lateral deflection and D and EI are the flexural

rigidities of the plate and stiffeners, respectively. The plate is reinforced

by stiffeners in both x- and y- directiors along as x=x i and y=yi.

If the plate is square whose region is expressed in non-dimensionalized

form as ((x,y), -1<x<l, -l<y<l ), the free boundary conditions are expressed as

x = 3! '22u/Ox 2 + V 3u 2 /y 2 = 0 (4)

3 'u/dx3 + (2-u ) 3 u/jxay' = 0 (5)

y = t3 1,2u/3y2 + V 0u1/1x 2 0 ()



a 3 u/ay 3 + (2-v ) a3 u/ayax 2 = 0 (7)

where v is the Poisson's ratio of the plate.

In addition, constraint conditions at interior support points are expressed

W(xa, Y,, t) = 0 (8)

a = 1,2,... N

where the plate is supported at a point (xa , Ya )

In order to find the free vibration of such a plate, a time-harmonic

solution is assumed as

w(x,y,t) = W(x,y) e i w t (9)

With this substitution, eqns (l)-(3) become

a4W a 4w a 4 W

D (- + 2 + - ) = p w 2 W (10)

9x 4  x 2  8y 2  9y 4

d 4
W

EI P s (2 wl 11)
dx 4 Y=Yi Y=Y

d 4 W

EI - = Ps W 2 W I (12)
dy4 x=xi jx=xi

Equations (10)-(12) can be solved by applying the Ritz method using a

Galerkin function [5] by assuming a solution in the form of a linear

combination of base functions as
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W(x,y) - c, Ca(X,Y) (13)
a

where a(X,y) is a polynomial that satisfies the homogeneous boundary

conditions as well as support constraint conditions of eqn (8) and ca's are

unknown coefficients to be determined. According to the Ritz method, the

following matrix eigenvalue problem is obtained [5]:

A c = A Bc (14)

rr a2a a2  r 2 €a a 2 ' a2  a 2

(aa 3) = (1-v' J ( +2 + )dS

8x2  9x 2  axay ax3y 9y 2  8y2

+ v ff A,€ Ap dS

1 a 2 a a2 p I a 2 a a2 '
+ r dx + f dy) (15)

L9 ax 2  ax 2  o ay 2  9Y2

Y=Yj Y=vi x=xi X=xi

(h ) =f/ 'a rf dS

1 1

+ f ( a dx + J f dy ) (16)

0 Y=Yi Y=Yj X-Xi X=Xi

w'here
PP 2

p (17)

D

and

: I
(iS)

(19)



Once the eigenvalue problem defined in eqn (14) is solved, the m-th mode

shape, WM(x,y), corresponding to the m-th eigenvalue, AM , can be computed by

using the elgenvector, (cm), in eqn (14). Additionally, the sensitivity of

elgenvalue with respect to design parameters can be obtained by direct

differentiating eqn (14). That is,

aAaA 8Ba -cmT( A -- ) c/ (cmT B cm) (20)

z (3 z az

where z is a design parameter such as plate thickness, rigidity of stiffeners,

or support location. It should be noted that if closed form of the elements of

the matrices, A and B, of the design parameters were available, the eigenvalue

sensitivity analysis can be carried out readily.

SOLUTION PROCEDURE

Equation (14) is a generalized eJgenvalue problem whose solution routine i:

readily available once the components of the matrices, A and B, are found.

However, the evaluation of aa, and bail involves formidable amount of algebra by

litit.nr hais and is best carr ied out by symboli " algebra software. First, a

trial polynomial funt.tion ¢.(x,Y) that satisfies the support constraint

conditions of' eqn (8) as well as t"e free boundar'y conditions of eqns (4)-(7)

is soulght .

It, is as.uumed that. ,j(x,y) is constructed from a series of polynomials as

€ j(xy ) h j t'J i(xy) (21)



where
L i  Mi

ui(x,y) = x y (22)

(Li and M i are integers)

The coefficients, hi, can be determined so as to satisfy the given boundary

conditions and support constraints. The minimum order of polynomials, (x,y),

is chosen in such a way that the number of unknowns (hi's) equals or exceeds

the number of constraints plus the number of boundary conditions. For this

case, the boundary conditions at each side (eqs (4)-(7)) yield 4 X (2N-3)

conditions. If the number of supporting points is M qnd the order of

polynomials is N, N has to be chosen to satisfy the following inequality:

(N+I)(N+2)/2 > 4 (2 N-3) + M (23)

For example, if there are four supporting points (M=4), the minimum order of

polynomial (for both x and y) is twelve (N=12). Symbolic algebra software,

REDUCE, has been used to generate a FORTRAN compatible code by actually

evaluating eqs (4)-(7) for eqn (21), which yields coefficients of a set of

simultaneous equations for unknown hiJ's. This set of indefinite simultaneous

equations can be solved by a routine numerical method, thus, a polynomial that

satisfies both the free-edge boundary conditions and the supporting condition

can be obtained. REDUCE was also used to facilitate eqs (15)-(16) by

expressing each component of the matrices, aaf and ba, as functions of hii's,

thus avoiding time-consuming numerical integrals. Once the components of A and

B are at hand, the generalized eigenvalue problem (eqn (14)) can be easily

carried out by a routine numerical method. It is believed that this is the

first time a systematically automated procedure is used to produce trial



functions that satisfy the natural boundary conditions.

For a given problem once we solve the generalized elgenvalue problem of

eqn (14), the eigenvalue sensitivity can be computer using eqn (20). It should

be noted that the rcquired matrix derivativ-., 5Ai3z and aB/az, can be carried

out analytically for specific design parameters.

NUMERICAL RESULTS AND DISCUSSION

As an illustrative example, a square plate (unit length) supported at

four interior points ((x,y)=(1,p),(1-f),(1,l-),(1-,l-), 0<3<1) is selected

for this study since a comparison with finite element is possible for the same

geometry without stiffeners [6]. The plate is reinforced by four stiffeners

that pass each support point (x=)3,l-6, y=,6,l-6).

As was discussed in the previouc zcction, (x,y) is assumed to be a twelfth-

order polynomial on both x and y. A simple calculation reveals that seven

linearly independent solutions for hi's are available for this geometry which

yields seven distinct eigenvalues. Table 1 shows a result of the lowest three

eigenvalues for different aspect ratios, 6, as well as the different flexural

rigidity ratios of the plate to the stiffeners, -1. For simplicity, the mass

density ratio, n, was set to be unity. Table 1 also shows the results for the

same geometry without stiffeners compared with those calculated by finite

element method [6]. The effect of stiffeners is clearly demonstrated.

Several extensions are possible using this approach. Orthotropic plates or

anisotropic plates can be easily handled. Addition of extra stiffeners is

incorporated by additional integrals in eqs (15)-(16).

The present approach is particularly suitable for sensitivity anai,.,s. as
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Aspect ratio No -=2 =5 v=10 FEM (no stiffeners)l
16 stiffeners [6]

0.1 A,= 10.14 13.29 19.18 26.02 12.89

A2= 21.30 18.93 35.04 35.04 19.69

A3= 25.17 22.78 44.15 44.15 23.97

0.2 Ai= 17.22 20.06 28.84 39.21 19.69
A2= 23.84 29.54 43.11 58.72 23.13

A3= 37.37 34.08 47.56 64.21 32.56

0.3 A1= 13.88 16.99 24.78 33.95 19.31

A2= 23.03 27.64 39.36 51.47 19.72

A3= 28.09 29.79 39.94 53.45 24.30

Table 1. Natural frequency, A, of square plate with stiffeners. - is the ratio

of flexural rigidity of stiffeners to the plate.



it can retain all the relevant parameters in the formulation. Results will be

reported subsequently.
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SHOCK ISOLATION USING AN ACTIVE
MAGNETROSTRICTIVE ELEMENT

Robert S. Reed
Associate Professor

Systems Engineering Department
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Annapolis, MD 21402-5025

Materials with a high degree of magnetostriction have
been developed at The Naval Surface Warfare Center.
Devices have been constructed and tested to demonstrate
the ability of this material to actively modify the
vibration characteristics of structures. The effort
reported here demonstrates the ability of these
materials to isolate a platform in the oresence of
shock inputs at the base using magnetostrictive
elements with appropriate feedback. A small vibrator
was constructed using a magnetostrictive actuator. The
device was attached to a massive base. Models were
developed, experiments were ccupleted and a controller
was designed to demonstrate the ability of the
magnetostrictive actuator to reduce the shock levels at
the platform.

nIPOuXxMCTi

The magnetostrictive effect in materials, changes in geometry when exposed to a
magnetic field, was first discovered and studied in 1940 [1]. The reference,
which is current, gives a brief history of the discovery and development of the
materials. At that time the amount of strain which could be generated was
restricted to 50 ppm (parts per million). Dr. Arthur E. Clark [2] and other
researchers at Naval Surface Warfare Center have developed highly magnetostrictive
materials which are alloys of iron (Fe) with the rare earths dysprosium (Dy) and
Terbium (Th). They have been given the name Terfenol. The materials were further
developed and manufacturing techniques improved by 0. D. McMasters of Ames
Laboratory [1]. These highly magnetostrictive materials, 2000 ppm, are now
comercially available in a variety of configurations from Edge Technologies Inc.,
Ames Iowa, and are finding application as high force low displacement actuators. A
magnetostrictive actuator was fabricated and modeled [3] in a previous effort. The
actuator was then used to actively reduce the response of a platform which was
attached to a base which was undergoing sinusoidal vibration [4]. The effort
reported here will focus on the application of the magnetostrictive actuator to
the reduction of shock levels on a platform which is supported by a base which is
experiencing shock inputs.

m m m m~mm m mm mmmm l~m I



In order to demonstrate the application of the material to the shock and vibration

isolation problem, a magnetostrictive vibrator was fabricated. Figure 1 below

shows the magnetstrictive vibrator which was used to study the shock and

vibration applications of the actuator. Also shown in the figure are the external

disturbances and readily available feedback transducers which could be used to

accomplish the desired control. Figure 1 also shows a block which is the potential

controller of the device. The block accepts the feedback signals and sends the

correcting currents to the device. The design of this controller although not the

main purpose of this effort will be discussed below. Figure 1 shows the feedback

signals namely strain, or relative displacement, base acceleration and finally the

platform acceleration. The purpose of this effort is to reduce the activity of the

platform accelerometer.

Platform Acceltert r FE

%. Platform

N C v I -Preloading

TRods
Strain Relative Disp.R - ---- Actuator

,,__S In - Strain Gauge

0 coil
Fixed

ntXB

Figure 1 Instrumented Magnetstrictive Vibrator

TH1E ACTUAT

The performance of these actuators has been studied in static [2] as well as

dynamic [3], [4] situations. Reference [2] gives the strain versus magnetic field

strength for several different alloys. The alloy Tb. 27 DY.73 Fej. 9 5 was used for

this effort. Experiments have indicated that the performance is influenced by

loading. Since the actuator is preloaded and is opposing a spring like resistance,

the performance will differ from the constant load curves of reference [2]. The

strain versus current was measured for currents between plus and minus five
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anperes and also for a one anpere peak sinusoidal input with a one anpere bias.
The results are shown in Figure 2. It is important to note that the material
elongation versus magnetic field strength is symmetric about the strain axis [2].
The actuator must therefore be operated with a bias in order to have bidirectional
control. The coil for these test was fabricated with fixed magnets at the ends.
This supplies a small bias to the actuator which is evident in the end points of
Figure 2. The figure is not intended to indicate the extremes of the actuator
displacement. The amplifier was limited to five amperes. If higher current values
were used in the testir it would be necessary to cool the test apparatus. The
actual limits of the elongation for a three inch rod would be approximately 0.006
inches in a single direction or 0.003 in a bidirectional application. For a single
cycle 1 kilohertz sinusoidal input the displacement limitation translates to plus
and minus 100 G's. The actuator was operated at a moderate 1 ampere bias figure 2.
for all dynamic test. This will also, hopefully, reduce the affects or the non-
linearity of the device.

-0. 3 ---

.. 0.2

0.1- .--

5 -4 -3 -2 -1 0 1 2 1

Current (Amperes)

0.08

- 0.064

iiO.o4

0 OA. 0.1 0.6 0.8 1 1.2 1.,1 1.6 1.8

Figure -I Displaceminxict vs. (urrent for Actuator

SYT2 PUEEL

In order to study the behavior of the vibrator, a nodel was developed. The block
diagram is shown in Figure 3. The model includes the inputs XB-base motion, FE-
external force and EI-input voltage. The relative motion between the base and
platform is shown as XR. The platform motion, the output, is shown as XT . The
additional constants in the model include A-amplifier gain, R-oil resistance, L-
coil inductance, KF-actuator force constant, M-mass, K-stiffness, C- damping and
KB-actuator feedback voltage constant. In addition, the block diagram incldes two
feedback paths HI and H2 . The H1 and H2 feedbacks represent the relative motion
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sensors, which might be a strain gauge, and total motion sensors, which might be
an acceleration. In order to eliminate the phase lag and attenuation caused by the
coil a current feedback loop was added to the model and is shown in the Figure 3
as unity feedback on the amplifier. The transfer function platform motion for
applied voltage with feedback was cxmputed and is shown in equation (1). The
platform motion over base motion is shown in equation (2). The objective here is
to control the platform response in the presence of the external disturbances.
Using the model with voltage EI input is convenient for both the experiments and
the mode ing.

Figure 3 Block Diagram of Vibrator With Feedback

XT-

XT AMF________________________________(1)

EI  MI.S 3 + (1C+MR+MA) S2+ (KLI-+RC+AC+KFKB) S+ (RK+AK+AKF (H+H2 ))

XT  I/S2+ (L+RC+AC+KFKB) S+ (KR+KA+AKFH I )
___ (2)

XB IS3 + (LC+MR+MA) S2+ (KL+RC+AC+KFKB) S+ (RK+AK+AK F (HI+H2 ))

If it is assumed that the electrical elements of the system are much faster than
the mechanical elements, a standard practice in low frequency servo systems, the
system model simplifies. If amplifier gain A approaches infinity, the transfer
functions simplify and are shown in equations (3) and (4). These equations will be
useful for studying the effects of feedback.

X KF
- = (3)

EI  MS2 + CS + K +KFH1 +KFH 2

XT CS + K +K H
_ =(4)

XB MS2 + CS + K +KFHl +KFH 2
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Experiments have indicated, as will be snOWn later, that the system contains at
least four poles. The true characteristics of the ccmpensated amplifier A add a
pole to the system and change equation (1) and (2) significantly. The simplifi-
cation to two poles is useful for visualizing the effects of feedback on system
performance.

The important thing to note in the equations is that the relative feedback occurs
in both the numerator ard dencuarbator. The total motion feedback appears only in
the denominator. This has an interesting implication. If for example, the
effective stiffness is increased using strain feedback the low frequency gain will
be unaffected. If total platform displacement is used for displacement feedback,
only the dencminator constant term is increased. This will reduce the low
frequency gain of the system, causing less platform motion. This is the objective
of this effort. The other possible use of the relative displacement feedback
would be to change the system to a low frequency system. This could be done with
positive displacement feedback and negative acceleration feedback. This would
therefore increase the apparent mass and reduce the apparent stiffness. This
approach was not attempted here. For this effort only relative motion feedback of
the strain rate will be considered. The strain rate feedback would be useful to
synthetically increase damping and thus reduce the resonant amplification. The
alternate approach to design of a controller is to sense the base motion and input
the negative to the actuator. This would be an open-loop system but it is an
attractive approach because of the simplicity. This will not be studied in any
detail here.

Consider using devices, that sense the actual platform motion ard the first two
derivatives. For this case the KFH2 feedback takes the form of equation (5). Here
the hA is acceleration gain, hV is velocity gain and hD is displacement gain of
the feedback device.

KFH2=hAS2 +hvS+hD (5)

The strain rate feedback could be modeled as shown in (6). Here the strain rate
gain is given by eR.

KFHI=eRS (6)

With these feedbacks included in equation (4), the transfer function becomes
equation (7) below.

YXT  (C+eR) S+K
=__(7)

XB (M+hA)S2 +(C+hv +eR)S +(K +hD)

These effects of the various feedbacks were modeled using MATLAB [4] and are
shown below along with a hypothetical input. The model was made to be consistent
with the actual device. That is, natural frequency 1585 Hertz and fraction of
critical damping of 0.05. The input is a 1 khz single cycle 100 G base
acceleration. Figure 4 shows the input acceleration, velocity and displacement.
This input also shows graphically the displacement and velocity extremes of a



100 - r r-- ----

50

" - A('. (0 G) ( l'k.

-50 Vel. - 1.0 1./t l'*, k.

Disp. 0.006 inclh lPk,
- 100 -' - - ---

0 0.5 1 1.5 2 2.5 3 :.5 4 15 

TIimile ( ill i 1 ]is(condi ls )

-100 - ----
0 0. 5 1 1.5 2 2.5 3 3.5 41,5

Ii gunu -1 Inpt1 ntlid Reso)oise, with 13tat F'Q, 181{k

0 0 - - -. -- - - ---- - --------

iliA)()

hA- I 5M

-20( 1- ..

0 0.5 1 1.5 :2 '2.5 3 3.5 I1 1

(hi ne 1 illisecolk(k)~hA=O

-100 hA=7-

-- I -1) -

- L )0 *- ,

0 }.7 1.5 . .. '"1,)- :1.5 1.-.

- h-7 K~'t fJi-I~~~uIt)=O -re~~tu ''t;'I

"D 1(;) f h l) 3



th-rae inch actuator for this particular input. The affects of total velocity
feedback ar. shown for several hv values. As a ref erenc on the value of hv note
that hV=I9C would be critical damping z. - a result of making c 20 times the
current value.

Figure 5 shows the effects of the total velocity and total acceleration feedback.
Here again hA=3M indicates the apparent mass is four times the actual value and
hDy=3k indicates the apparent stiffness is four times the original value. In both
cases the hV feedback was set to hv=13C which results in 0.707 for fraction of
critical damping in the doncminator.

The vibrator and base mass of Figure 1 were placed on a soft support, in order to
eliminate any effects from the structure supporting the apparatus. In the
realistic application, the base inpedances would be seen as an additional feedback
loop in Figure 3. This would have a significant affect on the controller design.
The vibrator was then driven with a sinusoidal input voltage (50 mv-pk) to measure
the frequency response function (Bode Plot [6]). The measured Bode diagram
platform acceleration over drive voltage is show in Figure 6 with the symbol (*).
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The rapid 360 degree phase transition indicates that two complex conjugate pairs



of roots are needed to model the system. A system model is also shown in Figure 6
with solid lines. The system was determined to have natural frequencies at 1585
Hertz and 2239 Hertz with fraction of critical damping of 0.05 in the first and
0.10 in the second.

The expression for the transfer function is shown in equation (8). The equation
has been time scaled by making the substitution of S=20009 S. The roots of the
denominators are now in kildertz and the fraction of critical damping is
unaffected. The displacement over drive voltage Bode diagram was calculated from
the acceleration transfer function and is show in Figure 7. This is consistent
with the measurements of strain over drive voltage. The displacement transfer
function is flat enough at low frequencies that an cpen-loop controller would
probably be adequate for low frequency shock inputs. The addition of filters could
eliminate the dual resonant rise and extend this useful frequency range.

XT 39. S2

_ = (8)

EI  (S2 + 0.159S + 2.51)(S 2 + 0.448S + 5.01)
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Cantroller Design
The transfer function Figure 6 indicates the direct aacelercmeter feedback could
be applied without reaching the conditions for instability (gain 1, 180 degrees
phase lag [6]). This is in fact not quite true. Gains which were high enough to
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significantly influenoe the frequely response were very close to the unstable

condition. The phase margin was very small. With the acceleration gain at these

high levels any disturance of the apparatus caused unstable oscillations. This is
believed to be a cambination of the low gain margin, additional higher frequency

Aoles and the fact that the non-oinearity in the actuator shows up as increasing
slope, or gain, when the current levels are increased. Several attempts to design
the oontroller using Lag-Lead caqmensation (7] proved inadequate. The system
therefore required a more complicated controller. The system was campensated using
an observer [8]. This was acomplished by programming an analog computer to

duplicate, in terms of inpft/cutpuit, the actual system. The added feedback

required to change the performance was determined. This additional feedback was
readily available in the analogous system. In order to modify the pole locations

in the systems, an additional feedback term is required. The rate of change of
acceleration (jerk) ust be added to the feedback expression (5). The feedback
with the adIed termn, hT, is shown in equation (9).

KFH2=hJS 3+hA S2+hVS+hD (9)

The transfer functions, analogous and real, were changed by this feedback so that
the new roots of the denainators ocur as two coaplex pairs at 1600 and 3000
Hertz ead with fraction of critical damping of 0.707. The compensated transfer
function, aoceleration over drive voltage, is shown in Figure 8.
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The acceleration over drive voltage transfer function is shown in equation (10)
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below. The feedback terms in the denciinator were calculated fran the above
requirements. Equation (11) shows the total motion over base motion transfer
function.

Xs 39.4S2

= (10)

EI  (S4+(0.61+hj)S 3+(7.59+hA)S 2+(1.92+hv+eR)S+(12.6+hD)

XT  S4 +0.61S 3+7.59S 2+(1.92+eR)S+12.6

=(11)
XB (S4+(0.61+hj)S 3+(7.59+hA)S 2+(1.92+hV+eR)S+(12.6+hD)

The acceleration, hA term, is the cnly readily available feedback from the real
system. With this control approach [8] the error signal, in this case platform
acceleration is input to the modlel as an acceleration disturbance. This
acceleration d±istairbance to tho dplicate system causes the appropriate
corrections to be input to the real system.

The final test was run by striking the base of the apparatus and measuring the
response with and without acceleration feedback. The base acceleration and
platform acceleration with and without feedback are shown in Figure 9. Inspection
of the figure reveals that the feedback changed the natural frequency and
increased the daming.
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The magnetostrictive actuator is very obviously reducing the platform response in
the presence of the base input. The response to the 11.5 G input to the base is
approxiumately 5 G peak and is lightly damped in the uncontrolled vibrator. The
compensated system has a peak of about 2 G and is more heavily damped.

RESUTS AND OCNCIJLICNS

The tests have shown that, for this simple system, the shock response of the
platform can be reduced using a magnetostrictive actuator. The particular
isolation problem studied, that of reducing platform motion in the presence of
base motion, should have numerous applications. The developers of the material [2]
have indicated that results from tests using small samples scale well when used in
larger applications. The controller did not eliminate entirely the motion of the
platform. Current efforts are focusing on eliminating copletely the platform
response in the presence of base motion and other disturbances using some
combirnAtion of the available feedback signals and optimization techniques.

The effort reported here was partly supported by the Naval Surface Warfare Center
where the material was developed. Dr. Arthur E. Clark, one of the developers of
the material, was very helptul in the original formulation of this problem and has
been very supportive in this and other studies of the applications of the
material.
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PREDICTION OF MODAL CHARACTERISTICS AND
HARMONIC RESPONSE OF VISCOELASTICALLY

DAMPED STRUCTURES

H. T. Zhou*, J. [)er Hagopian. G. Verraris. M. Lalanne I.N.S.A..
laboratoire de Mitcanique (des Structures

U.A. C.N.R.S. 255-20, avenue Albert Einstein 69621
Villeurbanne, France

This work is concerned with the modal characteristics
and the harmonic response of viscoelastically damped

structures which contain a large number of degrees of
freedom and with non proportional damping. A pseudo-modal

method is recalled, and an application is presented. The
influence of the number of modes used is shown and the
comparison between experiment and prediction is satis-
factory.

INTRODUCTION

Structure vibration conLrol is more and more necessary today and the use of

viscoelastic elements is now common in engineering structures to get a signi-
ficant damping. The prediction of the dynamic behavior of structures with

viscoelastic elements is of great interest as shown in [i], [2]. More specifi-
cally it is frequently necessary to be able to predict modal characteristics -
frequencies of resonance and associated modal damping - and the steady state
response to harmonic excitation forces. Previously [3], [4] a method was propo-
sed. Basically the structure is modelled using finite elements, then because of
the high number of degrees of freedom, the response of the structure to a
harmonic excitation 1q quite impossible to )btain. A pseudo-modal method was then
developed and used, the number of degrees of freedom was thus highly reduced and
the method was applied to engineering struc.ures such as in [5]. The first aim of

this work is to check the influence of the number of modes on the response to a
harmonic excitation force. The other aim is to present a relatively complex
viscoelastically damped structure with all the data. Yi. l--r, '.ir was tested and
all the characteristics are given in such a way that they could be used by others
involved in prediction problems to check methods.

PSEUDO-MODAL METIOD

The method has been presented in [3], [4] and is briefly recalled. In

complex notation the steady state harmonic response of the structure is given by
the solution of the system ;

2 M + Iq K + K)X F (1
V v

* On le'ave 11-87, 11-88 from Ji.3,> Ten University -Shanghai.



where M and K are respectively the mass and the stiffness matrices of the entire

structure and Kv, the stiffness matrix of the viscoelastic element. The order of

equation is N and rv is the structural damping factor of the viscoelastic

material. The harmonic excitation force F(t) and the displacement vector x = x(t)

are such that :

x X e j 2t  (2)

- (Xr  + JXi)eJ',L (3)

F(t) F ejf t (4)

- (F + j F.) e jf t (5)r i

where 2 is the excitation frequency and r and i tae subscripts of the real and

imaginary parts.

At first the modes of the structure supposed undamped are sought. They come

from the solution of the eigenvalue-eigenvector problem associated with

It' + Kx = 0 (6)

An average value E of E = E (2), reai part of the Young's modulus of the

viscoelastic material is used to determine K. Then the n << N lowest frequencies

and the corresponding modes 
4'l' 'n are used to transform the initial

equation by :

x ( €1'' " ' 4') (7
qnI

S .q n 
(8)

Because of (2) and (4)

q e (9)

= (Q + jQ.) ejf t (10)
r 1

Premultiplying (1) by 4t where t is here the matrix transposition symbol,

and using (5), (8) and (10)

( 2 tmt + jqv Kvt + 4tKt)(Q r+jQ) Fr + jF (11)

The n equations of the system (11) are not independent as the matrix product
ttg Vthas no reason to give a diagonal matrix but as n is small the system is now

easy to solve. The identification of the real and the imaginary terms in (11)

gives

t - 2 t q t K4 rF (12)

'V tKv VI tK 2 - t MI Q. F.

System (12) is now solved for given values of 0i. The matrix product r4 tKv I is

also a function of C2 as rv = l v(92) and as .t is proportionat to E = E (0).

Then from (12), Q = Q (Q ), Q. = Q(Q) are known and using (3) and (80 gives atr r i 1

last X z X (QT), X. x (l).
r r 1 i
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In addition if the modes, as it often happens, arh reasonably uncoupled the

system can be conveniently modelled around the p resonance frequency of

resonance w by the equation :
P

(- p + p K p + j vp- p Kv p)Q = F (13)

then a modal loss factor can be defined in comparing equation (13) and

-2~ ~ +ctK +j . tK Q F(4

(- 0p M p + p K p j ]gp* p K p)C = (14)

Equations (13) and (14) gives

p 7- P Kp (15)
gp = vp Kpp

The quantities t K and t K are easily obtained when (6) is solved,

but as the frequenciPes Va~d modes Ere obtained with Evo and as at P

E v E ( ) E equation (15) has to be modified a
v v p vp

E tK
Evp p Kvp

gP vP Ev p Vp 
(16)

vo 
p Kp

The modal loss factor fl is then obtained from (16) and the values of E ,_ v
(table 1). gPv

APPLICATI ON

The application is the viscoelastically damped plate shown in photograph 1,

the dimensions of which are given in millimeter figure 1. The dimensions of the

steel element and of the viscoelastic element are respectively 600 x 398.5 x 2.06

and 398.5 x 160 x 2.

49 1
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The characteristics of the steel used are
E = 1.97 1011 N/m2 O.3 7870 kg/n 3

with,

E, Young's modulus
v, Poisson's ratio
9, mass per unit volume.
The structure was tested at 22.5C and the characteristics E (W), qr () of

the viscoelastic material have been obtained, as described in r3], from the
response of a beam damped on both sides and submitted to a harmonic force of
excitation. The values are given in table 1.

Frequency Hz 19.7 60 120 160 220

10 - 9 E N m2 2.05 2.4 2.8 3.1 3.4

.v 0.74 0.74 0.73 0.71 0.65

Table I : Ev and q v at 22"5 C as a function of frequency.

Poisson's ratio is taken equal to v - 0.49 and the mass per unit volume is

Pv = 1750 kg/m . A Solartron transferometer, characterised by a 120 db dynamic
range, was used to drive the experiment. The force gage is small and the displa-
cement is measured by an eddy current transducer. The experiments and calcula-
tions show d/F, where F is the amplitude of the force of excitation acting at
point A and d the amplitude in the direction perpendicular to the plate of the
displacement at point B, (figure 1).

The structure is modelled by the classical 16 nodes thick shell isoparame-
tric element which has three degrees of freedom per node. The mass matrix is
consistent and the structure has been modelled regularly with 171 finite ele-
ments. The number of nodes is 1105 which gives 3315 degrees of freedom. The
mountings are such (see photograph 1) that the plate is supposed to be clamped at
the four bolts, at a diameter of 0.02 m. The response d/F has ben measured and
calculated in the range 0-180 Hz. The response with E - 3.10 has been calcu-
lated as a function of the number of modes : n = 1,0 2, . . . , 8 to show the
influence of the modes, (figure 2). In figure 3 the result- with n = 10 modes
have been shown in a larger scale than in figure 2. The response is the same as
for n = 8 and these results show a good agreement between measured and calculated
results. Addition of supplementary modes n = 11, 12, ... does not change the
results.
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Figure 2 Response d/F as a function of frequency for different number n of
modes used for pred ict ion.
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in table 2 the values of the frequencies of the resonance of the modal loss
factor calculated (C) and measured (M) are presented and the agreement is
satisfactory.

MODE 1 2 3 4 5 6 7 87

FeHzeM 56.4 69.5 95.3 105 117 1w29 ui158 170

C 55.4 68.8 91.7 99.4 116 130 155 170

2 M 2.3 3.7 2.6 -- 3.4 -- 4.9 3.4

g0 r9C 2.3 2.6 20.8 2.8 0.7 3.2]

Table 2 Measured (M) and calculated (C) value~s of the 8 first resonanice
frequencies of resonance and modal dampings.



CONCLUS ION

A pseudo modal method has been applied to a relatively complex structure the

characteristics of which have been given. The comparison of the measurements and

predictions has been made as a function of the number of modes and the agreement

is shown to be satisfactory.
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NEW STRUCTURE DESIGN CRITERIA OFFER
IMPROVED POINTING AND LOWER WEIGHT

. lorter I)avis and I)r. James F. Wilson

Honeywell Inc.
Satellite Systems Division

Glendale, AZ

A new design approach for large space structures, based on
dynamic performance, offers significant pointing performance
improvements. Passive damping is employed as a dynamic
structural element working in conjunction with conventional
static structural elements to provide optimal performance.
Comparisons of various aspects of space structure perfor-
mance are discussed and structure figures of merit are
examined. Settling time emerges as the most significant
performance parameter. Through an integrated stiffness-
damping design process, it is possible to maximize the ratio
of these parameters (settling time/weight). Quantitative
results are obtained and compared for a specific application.

INTRODUCTION

A revolution will take place over the next decade in the way spacecraft
structures will be designed and built. The change will come about because of
damping. However, it is not simple to change the way engineers approach the design
problem, the way they think, or the structure design criteria they use. That is
primarily what this paper is about: a new way to guide the design of space
structure. Once this is understood, it will become clearer why so much is being
said about dampin and why a revolution in design of space structure is underway.
An example will be provided to show how a structure using new design criteria
significantly out-performs a design based on maximum stiffness to-weight ratio.

To introduce the subject of design criteria, it might be helpful to relate a
conversation that took place in 1986 when we were discussing space structure design
while developing the Hubble Space Telescope Reaction Wheel Assembly (RWA) Isolation
System. Taking a viewpoint contrary to the use of the combination of compliance
and damping, Dr. Wilson said, "Give me the weight that you use for damping and I
will irmprove the structure by making it stiffer." My reply was, "Take the shocks
off my automobile, use the weight to stiffen the springs, and see if it gives me a
betterr ride." Obviously it would not. This example helped clarify that a
:ombirnatiok of compliance and damping can be a better solution for certain needs
(in thif; ca;(e vibration suppression) than stiffness alone. It is interesting that,
alth,,ugh all of us are familiar with isolation systems when it comes to our
i,,mohi V: (arld use them without exception), very few isolation systems (certainly

even fw,'r ,l;,mped isolation systems) are used in spacecraft. The Hubble Space
"l ',.',,,,, IRWA Isolation System (1.] is, however, one exception. (See Fig. I.) This
;Jill,,,,.,bi',. "tOr'y is an introduction to the fact that hjgh stiffness low ei_ ht is

I



not always correct. This figure of merit is usually further conditioned by the

rule: get the first mode an order of magnitude above the control bandwidth; if you

can't do that, get it five times the bandwidth. This rather cavalier statement of

structural design criteria is used because it characterizes the way system controls

engineers sometimes provide requirements to structural design engineers. It is a

simplifying process that somewhat decouples active control dynamics from structural

dynamics. It makes both engineering jobs easier, but in some cases, it does not

work.
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Fig. I Hubble space telescope reaction wheel assembly isolation system
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DESIGN CRITERIA - STIFFNESS TO WEIGHT

If we were to L.,state the criteria in a more technically accurate and complete

manner, but without any basic change, it might read:

0 stiffness - Structural resonances must be high enough to not affect active

control. Generally, an attempt is made to keep all modes a factor of 10

above the control bandwidth. In certain situations, depending on structural

damping and other control factors, a factor of 5 may be acceptable.

e Stiffness/Weight - With stiffness satisfied, weight should be minimized.

e Strength - It can generally be assumed that if stiffness requirements are

satisfied, strength will have excess margin.

Although for years these criteria have been somewhat of a standard for the

industry and have been used quite successfully, they are deficient in at least two

aspects:

" They give only casual consideration to damping, and active control failures

can result.

* They do not provide the lightest weight or optimum design for applications

where structural dynamics and vibration amplification or settling time are

important to performance.

The fairly well known prcblem of launch vehicle POGO is an example of too

little consideration for structural damping. Here, structural vibrations caused by

low damping destabilized the active control system. When large, controlled amounts

of damping are not built into a structure, joint slip and related phenomena produce

significant changes in damping that cannot be accurately predicted. This results

in high structural amplifications that create the problem.

Maximizing stiffness to weight will not produce the best design when

structural dynamics or vibration settling time directly influence performance. A

signiticant sacrifice in stiffness, and thus a major weight reduction, can be

obtained by increasing damping to an optimum level. Pointing accuracy, jitter,

tracking, and retarget time are examples of performance requirements that fit into

this category. Structural dynamics becomes more of a problem as spacecraft become

larger. SDI vehicles and the Space Station are prime examples.

With larger vehicles and more demanding accuracy requirements, the 10-to-I

ratio between bandwidth and structural modes becomes an increasing problem.

Bandwidths need to be higher to improve accuracy and speed, and structural modes

need to be lower to reduce weight.

Damping, either passive or active, will contribute to a solution of this

pro)enM. Active damping can bt. used to make a soft structure appear to be much

stiffert. This enables pointing, tracking and retargeting of a variety of systems

to be performed more accurateiy and more quickly. Passive damping performs the.'

ramv finc tion. Although it does not increase static stiffness, it increases

1 yn a-io stiffness and 7,!Iables a structA re to be mane uvred more quickly and to

to , a given pilnting accuracy or veloc ity jitt~er in less time. In addition,

passi. dampinrg redu ies the (est abi izing inf luicf, that a high Q structure has on

1? ~a ~cd rt i y contro I a



Significantly improved performance results when damping can be optimized at

very high values. For most designs, this will mean 20 to-50 percent damping. The
space industry has given very little consideration to structures with this level of
damping because design techniques which provide it have not existed. Research by
the Government and private enterprise, however, is changing this situation.

Honeywell's DSTRUT system, which uses viscous damping, is a prominent example [21,

[3]. (See Fig. 2.) The Air Force and Martin, through the PACOSS program, are
using viscoelastic materials to provide similar results. The Air Force and TRW,

through the JOSE' program, are developing active damping techniques.

K1

' K 2
"> K4  / ,, I

4-
K3 (FLUID COMPRESSABILITY)

Fig. 2 DSTRUT

DFFIGN CRITERIA - STRUCTURE TIME CONSTANT

If we assume that structures can be built with high damping ratios, then we
should alter our structural design criteria to account for the effect and to

provide a more-accurate basis for design optimization. Consider the following:

* Figure of merit is to minimize the structural time constant
(t = Q/vf) as a function of weight (I)

where Q is the modal amplification factor - 112

( is the damping ratio

f is the modal frequency

* St. i f [ne;s Adequate st iffness will resi lt from timt conlstanit opti l:at.n

a St relrtg h In most applicat.ions, this will not dictate major des.ign factor's
if th time constaint is satisfied.

St rutjctltll ime constant wi 1 nor-mal ly dic tate the de<; ign and can be opt imized

,as. a t,: ne' ion of wfeight, or, in other wordc, become the f igure of merit beca-use it
:; t direct ly r- lat.ed to t-he bas.ic purpose of most missions, i.e., how quickly

iJf fer a, rKte t ing will ac(Cllracy or j itter'" limits be obt-ained and how soon will tLhe
tmir t I ri bt, able to be, p.:tor-me;d or, aftve being dislurbed, how quickly car the
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function be performed? Further, time constant constraint will control both
stiffness and damping, but only in product (Tc = Q/fff). This will (2)
allow the two parameters to be optimally selected, affording the potential
for better results than those obtained when stiffness is optimized to weight. It
will provide a means for evaluating the effect of increased damping as opposed to
simply increased stiffness.

The following example shows the imporLance of the time constant design
criterion and how the addition of damping enables stiftness and weight to be
reduced. Fig. 3 shows a generic truss structure such as might be used for the
Space Station or other large space structures. The frequencies of the first 20
modes are tabulated. The assumed goal of the structure designer is to make the
longest system time constant as small as possible. The lowest mode is at 1.55 Hz
for the lightly damped structure. If the damping associated with this mode is one
percent (Q = 50), the time constant will be 1/.01 x 2 x w x 1.55 = 10 seconds.
If highly damped truss elements are used (4], the frequency of the first mode

250 FT

13 FT

O ROOT FREQUENCY GRAPHITE EPOXY TUBING
NUMBER fCYCLES, UNIT TIME) ZINOD 06WALL

1 15502
2 27361
3 36807
4 4.0358
5 53738

Z X 6 6 7065
7 73319
8 80106
9 9 2717

10 10 4813
ill 109306
12 116318
13 12.7172
14 13 7304
15 14 6671
16 15 5136
17 16 2750
18 16 7708
19 17 2084
20 17 4099

21 18 0131

Fig. 3 Generic Truss

wo i'd ,ip to 1.33 Hz, but, the time constant will become 1/.175 x 2 x n x
0.6 8 second. Fig. 4 provides visual co-- trison between a time constant of

I ;~1 ol j ond 0.68 soe'ond. To achieve the same t imo constant redu'tion by
I;} Iff' t he st. ruo:ture wo lld require ra ising the first mode to ovr'r 21 Hz, aT
p r'4;ih[ ' goa . Th time constant redll-t- ion for. i e lowest fCew Vlo'(des LIL0 showil

y,, F' . Only t I ) Twer modes; with long ti me conot ntS ore , , ctrd



Fig. 6 shows the effect of high passive damping on structural control
considerations. Control bandwidth is often limited by the requirement to provide
some level of margin, such as the 6 dB shown at the first structural resonance.
Resonances with Qs of 3 and 50 are shown occurring at the same frequency. The very
low Q system can implement approximately one order of magnitude higher bandwidth
because of the greatly reduced gain at the first resonance. This illustrates that
stiffness should not be a fixed value related to control bandwidth and that time
constant as a design criterion has the advantage over stiffness to weight. The
time constant criterion treats the space structure design problem more appro--
priately as a dynamics problem than a statics problem. Bandwidth increase will
enormously benefit damping which, in turn, should result in major improvements in
spacecraft structural design.

DECAY EXP ( t T)

(ORIGINAL ALL THREE STRUCTURES HAVE SAME WEIGHT
STRUCTURE)

0 T 0.68 sec

Fig. 4 System time constant is significant

figure of merit for settling time

TIME
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TIME
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Fig. 5 Time constant reduction for- genetic truss
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Fig. 6 Bandwidth increase for highly damped structure

A majoc by- proiluct of damping, other than impLoV-10nt of opraLional

performance, is launch-load reduction. This helps reduce cost and weight penaLties

of the various sFacecraft components qnd payloads and allows these elments to be

more universally used on spacecraft and launch vehicles. These are someti .1es

called Soft Launch Systems. Currently, Honeywell is developing a Soft Lanch

System for Fairchild and NASA Goddard to reduce Launch loads transmitted to

components being resupplied, via the shuttle, to the Hubble Space Telescope. This

system will replace an undamped compli.ant system. Analyses promise significant

imFcovement in the level of isolation. Other systems are being developed that

isolate launch loads from an entice satellite.

CONCLUSION

1) Damping should and will be used more often in space structures and payload

isolation sysLems to:

" ip,,pove payload and spacecraft performance during orbital operation

" Reduce stiffness requirements to reduce weight

" Reduce launch vibrations

2) Designs with higher levels of damping are more predictable and ensure less

interaction between active controls and structural dynamics.

) Stu'ictural design criteria should include a structural time constant to

btter- optimize structural stiffness and damping. Th;is will provide

lighter weight designs with more deperndable performance.
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THE EFFECTS OF HEAVY TUNGSTEN CASINGS
ON THE AIRBLAST CHARACTERISTICS OF A
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Mock munitions were developed to simulate the effects of detonation of a
special munition in terms of airblast and fragmentation characteristics. Bare
and cased charges were developed. Bare charges were designed to be used
alone when only airblast loads were required in testing. The developed
munitions were designed to be used 1-o provide close in airblast and fragment
loadings to protective barrier walls.

INTRODUCTION

The purpose of the overall study of which the work reported herein was an integral part, was to
study alternative barrier wall concepts as improvements to the conventional sandbag dividin*
walls. The alternative barrier walls were to prevent sympathetic detonation of special munitions
due to fragmentation hazards require less floor space than current designs, be easily reconfigured,
require low maintenance, and be cost effective. Concepts were to be directed towards protection
of the group of munitions in the storage compartment, rather than the individual munitions.

Alternative barrier wall concepts were developed by identifying a number of trial systems and
subjectively selecting four for further analysis. Four concepts of reasonably different description
were selected rather than ones with only minor differences which could evolve during engineering
development of the barrier systems. Subjective criteria used in selecting the four candidates
included:

abili, to stop fragment threat
- ability to withmand blast loads
- ability to be accommodated in existing structures
- reduction of floor space used
- ease of reconfiguration
- low maintenance requirements
- low COSt

After reviewing four concepts, the sponsor directed Southwest Research Institute (SwRI) to
pertorm evaluations through four interrelated research areas:

IIrclihinTrv 1/2 .cah' e'stinq
(onfiluration desiin
/ ? 'pt i I/12 wcal" t'sfiru
S"ri o't t'he irier c )lccpt, icluded work :tccomplished in five tasks. The development

,l ,,1ito l or Ixirrier lciil, , s done t, ,,ipp)rt the preliminary testing of the bairiers.
i- . : ,1icilv d!c'u e', t Cle rr'uKltN o1 mW ock flinilio Tc't5. Mock iunitions were

Idtt Ut , cn it rc)rc(-c'1 the, t(')ill hi Ut Mil icttual Sptccial munition in terms of
I,, kll''n J0 & Kct .1 .i, ie'\ Q . Cd-, evedlil't 1- .t C', i C' Bare charges



were designed to be used alone when only airblast loads were required in testing. The developed
munitions were designed to be used to provide close in airblast and fragment loadings to the
barrier walls.

MOCK MUNITION DESIGN AND FABRICATION

Uncased Charge Design and Fabrication

For both the uncased and cased charge tests, an appropriate simulant explosive was used to
approximate the 16.5 lbs. of PBX-9404 contained in the actual munition. Based on an equivalence
factor of approximately 1.1 for PBX 9404 and pentolite, where

explosive energy of PBX 9404

explosive energy of Pentolite

from Reference 1, an equivalent full scale charge consisting of 18.0 lbs. of cast Pentolite was
selected. When scaled, the 1/2 scale weight can be determined as

W aclual

Sc' S F 3  (2)

where

11" coI°d=scaled charge weight

I'/".,aI=weight of modeled munition

and

SF = scale factor

The scale factor for the tests performed in this series is 2.0. Thus, the actual weight can be
determined for the scaled munition as

18. 18.0 _2.2

8()

and the scaled munitions designed and fabricated for the tests performed consisted of 2.2 pounds
of cast Pentolite, with a cast density of approximately .061 lb./in

A steel canister was fabricated to a set of scaled dimensions based on the interior
description of the actual munition. Based on " density reported above, and the vo!ume of the
canister, the dimensions of the scaled m vere selected to he 7.5 in. long by 2.825 in. in
diameter, excluding the scaled tungsten exte. or case. lhe mock munition design is shown in
Figure 1.

Cased Charge Design and Fabrication

The tungsten case selected for the mock munition was scaled from the actual munition
(Referenccs 2, 3 and 4) and was chosen because of its high density and relatively high ductility.
Fhe dimensions of the case were scaled according to the laws of replica scaling, thus the
dimensions scale linearly with the scale factor of 2.0. The material properties of the sintered,
swaged and strain aged W91 cas e (90% pure tungsten) are as follows:



Tungsten content - 90.2 %
Density - 17.2 gm/cc
Rockwell Hardness - 26 (c scale)
Ultinate tensile
Strength - 131,000 psi
Yield strength - 100,400 psi
Elongation - 12.2 %

This material complies with MIL-T-21014B, Type II, Class I requirements.

7.50 Painting Detail

2.0 2. 50 (Ref White (Top 1/3-Solid Expl-2.0)
I Red (Middle l/3-Over Void-3.5)

Yellow (Bottom 1/3-Solid Expl
2.825 (Ref) See Detal7Pentolite 50-54 Fill (2.2 Lb Total

- A Cast Pentolite w/out Tungsten Case
- B Cast Pentolite into Tungsten Case

3.50

.25 --

Weld Ends .25 (typ.)

Detail "C"

Figure 1. Mock Munition Design.

The uncased and cased weights of the fabricated charge. are included as Table 1 below.

Table 1. Measured Weights of Fabricated Explosive Charges

Charge No. Charge Type Explosive Case and Total
Weight Liner Weight

(lbs.) Weight (lbs.)
(lbs.)

I Uncased 2.08 1.47 3.558

2 Uncased 2.18 1.47 3.654

3 Uncased 2.13 1.47 3.607

4 Uncased 2.28 1.47 3.747

5' Cased 2.23 10.32 2.550

Cased 2.23 10.32 12.553

7 Cased 2.30 10.32 12.630



MOCK MUNITION UNCASED (AIRBLAST ONLY) EQUIVALENCY TESTS

Test Setup and Instrumcntation
Three tests were conducted using the uncased 2.2 pound pentolite charges. The charges

w.ere placed vertically in a reaction structure at the location and standoff shown in Figures 2a arid
2b. Side-on pressure measurements were recorded at standoffs of 15 in. and 38 in. from the
charge. All data was recorded on magnetic tapt.

Wre

Barrier
Pressure
Gages

Charge p
C h a r g e 2 1 .7 5 " 1

.arri er P1I P4
jDEort OMP2 p

P3 P6/Z

tee I
Plate -

Existing Earth Mound
Figure 2a. Schematic ot Reaction Structure Showing Barrier and Charge Location - Side View.

. r ~ r t~ I 4-PFj

7'5.

I iure 2h. Schematic of Reaction St.-Lcture Showing Barrier and Charge Location Top View.



PCB model 137A pressure probes were selected for side-on pressure measurements. Two
arrays of three transducers were used, one array located 15 in. from the charge centerline, the
other 38 in. away from the centerline. PCB model 137A21 transducers, with a 0-5000 psi range
were used at the 15 in. standoff, while PCB model 137A11 transducers, with a range of 0-500 psi
were used at the 3I8 in. standoff. The transducer array located at the 38 in. standoff was protected
from fragment impact expected during the cased charge tests by including a fragment deflector in
the path of expected fragments. Figure 3 shows the detail of the transducer assembly.

p1

P2

4"

S/ ressure 12
ePCB so7 Long Sch. 40SPCB 137A

18" Pressure Probe Pie

11" Long- ,-,
Sch. 40
Pipe

~1

Figure 3. Elevation View of the 15 in. Standoff Transducer Assembly.

Airblast Equivalency Test Results
Pressure Records and Impulse Calculations - The predicted and observed side-on pressures

expected for the 15 in. and 38 in. standoffs for the uncased munition tests (2.2 lb. pentolite charge)
are presented in Table 2 below:

Table 2. Uncased Charge Tests Predicted and Measured Pressures and Impulses

Test Standoff Predicted Predicted Observed Observed
No. (in.) Side-on Side-on Side-on Side-on

Pressure Impulse P-zssure Impulse
(Gage Nos.) (psi) (psi-msec) (psi) kpsi-msec)

1 15.0 1000 33 360 26
(1-3)

1 38.0 300 26 207 25
(4-6)

2 15.0 1000 33 575 24
(1-3) (P2,P3)

2 38.0 300 26 222 22
(4-6)

>2 ,



The predicted values of Table 2 were taken from Reference 5 for surface burst high
explosive charges. The charge weight of the Pentolite was corrected by the equivalency factor of
1.1, thus a charge weight of (2.2)*(1.1) or 2.42 lbs. of TNT equivalent. The data presented above
shows that the observed pressures recorded in the uncased charge tests (for tests Nos. I and 2) are
approximately 53% less than predicted at the 15 in. standoff, and 29% less than predicted at the
38 in. standoff. The recorded impulses, which are a much more appropriate comparator for
explosive energy, are approximately 24% less than predicted for the 15 in. standoff and only 10%
less than predicted for the 38 in. standoff. For pressure and impulse comparisons presented here
and in later sections, the recorded values just prior to the appearance of the apparent first
retlection (from the side walls of the enclosure) were used. The calculated impulses after the
arrival of subsequent reflections are increasing and not meaningful in this compariscn.

MOCK MUNITION CASED (AIRBLAST AND FRAGMENTS) EQUIVALENCY TESTS

The cased charge tests were identical to the bare charge tests with the exception of the
addit;on of the fragment bundles set up to measure fragment velocity and to recover the fragments
for distribution, size and weight data. The cased charges were substi'tuted for the bare charges in
these tests. Three cased charge tests were performed.

Test Setup and Instrumentation

Figures 4a and 4b show the test setup for the cased charge tests. Figures 5a and 5b are
schematics of the breakscreen and fragment catcher bundle setup. Imprinted paper was used for
the breakscreens. The paper was mounted on cutout sheets of 1/2 in. plywood with cutouts for the
front 12 screens, located 10 ft. from the charge. Celotex was used to capture fragments.

Fragmn Collection and Data Reporting - The Celotex bundles described above were
taken apart at the conclusion of each of the 3 tests to observe the trajectory and final location of
the impacting fragments. The fragment impacts were numbered and tracked by designating each
observed penetration as to its final location. This marking on the Celotex was done every 5 sheets
(depending on average fragment penetration depth) so that when a fragment was found, its
trajectory and initial entry point would be known. Each fragment found was washed in acetone,
weighed and labeled.

Pressure Measurement - The instrumentation setup for these tests was slightly different than
that of the uncased tests, as was previously described. The front set of pressure gages (gages P1,
P2 and P3) were removed. Additionally, a fragment deflector (vertical steel pipe) was added in
Cront of the gages remaining (P4-P6). Figure 6 shows the transducer setup for the cased charge
tests.

Airblast and Fragments Equivalency Test Results

Fragment Mass and Geometry Analysis and Comparison With Predicted and Observed Full
Scale Results - Fragrnents from both tests nos. 5 and 6 were collected, weighed and measured in
accordance with the procedure presented in the paragraphs above.

The data gathered was first used to determine the distribution of mass and length to
diameter ratio for all fragments collected. For fragments collected after the tests, approximately
b0% of the fragments had a mass of less than I gram, while the remaining fragments had masses
from I to 4.9 grams. Fragment L/D was similarly evaluated. About 60% of the fragments were of
L/D less than 2, while 30% varied from 2 to 4.0. The fragment data here compares well with the
full scale data presented in References 2 and 3, where fragment L/D ranged up to about 4, and
the largest fragment mass observed was approximately 40 grams. When the largest fragment
ohservqd in tie SwRl tests (4.9 grams) is scaled to full scale (mass scales by the (scale
factor) - = (2)-1 = 8) the largest fragment mass observed is 39.2 grams, very close to the 40 gram
fragment from Refereaces 2 and 3.
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Figure 4a. Test Setup for the Cased Charge Tests - Top View.
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Figure 4b. Test Setup for the Cased Charge Tests - Side View.
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Figure 6. Transducer Setup for the Cased Charge Tests.
Fragment Velocity Analysis and Fragment Load Prediction - Reference 6 gives a relation-

ship for fragment penetration into Celotex -s follows:

I = 4 V/l 7 O( e A ) 0°7 u,- (-)

whe re

e penetration depthin.
A presented area, in-
w = weight of fragment, grains
V = velocity, ft./sec.

When a velocity for each fragment is known, momentum applied to the target can be
calculated and compared with initial assumptions concerning fragment impulse. Combining this
calculated momentum with the catcher bundle size additionally allows specific momentum or
momentum per unit area (specific fragment impulse on the target) to be calculated.
Figures 7-9 illustrate the distrii'ution of fragment mass, calculated impact velocity and calculated
fraginent momentum on the Celotex target at the 10.0 ft. standoff distance for tests n(os. 5 and 6
respectively.

When these impulses are scaled to full scale (impulse scales as a function of the scale factor,
2)) they are considermbly lower than the initial predictcd fragment impulses (which were based on
the 40 gram, 4900 fps fragment). The predicted fui!l scale fragment impulse at the 16 in. standoff
% as II ) )51ps-sec. Ilis is greater than three times the scaled Up l impu!se o (2)'( I .,22Q) or 3.25
p-.i-,,cc predicted fromn the cased charge tests.



~at

rjt

1.T

a ~ a1 ~ e5

Figure 7. Fragment Mass Versus Impact Location.

Fiue8 rg et1,natV lciyV ru npc Act')l



0.1

00 •

r I

Figure 9. Calculated Fragment Impulse Versus Impact Location.

Fragment VelociV Comparison With Predicted and Observed Full ScL - Results - J'ests nos.
5 and 6 were instrumented for fragment velocity determination with break scrcens as described

Instrumentation problems prevented velocities recorded in test no. 5 to be reliably use and
evaluated. Velocities from test no. 6 were used, however. The magnitude of the highest velocity
fragment for each of the cutout sections 1-12 shown in Figure 5 was determined as the difference
between time of arrival pulses for each screen divided by the separation distance, equal to 1.0 ft.
for each screen. These velocities were then compared with the predicted velocity from equation 4,
with the calculated maximum velocities reported abow, td with the observed maximum velocity
of 4900 ft./sec. from References 2 and 3. The results ot this comparison are shown in Table 3



below.

Table 3. Comparison of Measured Fragment Velocities With Calculated and Full Scale Results

Break TOA Screen TOA Screen Measured THOR Gurney
Screen # 1 # 2 Fragment Fra ment Maximum

(ms) (ms) Velocitv Velocity Fragment

(fps) (fps) Velocity
____ __ ___ ___ ___ ___ ___ ___ __ ___ ____ __ ___ ___ ___(fps)

1 2.950 3.200 4000 3657 5300

2 2.850 3.187 2963 2731 5300

3 3.180 3.090 ---- 2844 5300

4 2.625 2.900 3604 2399 5300

5 2.438 2.873 2301 2171 5300

6 2.650 3.060 2439 2451 5300

7 2.625 2.920 2439 1559 5300

8 2.625 2.625 ---- 3427 5300

9 2.893 3.188 3396 2999 5300

10 3.375 3.780 2469 2038 5300

11 3.000 3.188 5333 ---- 5300

12 3.158 3.600 2260 1873 5300

Table 3 shows that the recorded velocities compare favorably with the calculated velocities
determined from equation 4. The 5300 ft./sec. maximum predicted velocity of the fragment is
very close to the maximum 5333 ft./sec. velocity measured in test no. 6 on panel no. 11. These
velocities also compare quite favorably with the 4900 ft./sec. velocity measured from radiographs
as reported in References 2 and 3.

Pressure Records and Impulse Calculations - As reported above, side-on airblast measure-
ments were made for tests nos. 5 and 6 with the three transducers located at :he 38 in. standoff.

The important comparisons to be made in the uncased and cased charge tests are the
pressures and impulses recorded. Transducer records from locations 4-6 in test nos. I and 2 and 5
and 6 were evaluated to compare peak side-on pressures and calculated impulses derived from
direct time integration of the pressure records. Table 4 below presents the results of the
com parison.

Table 4. Measured Pressures and Impulse for Uncased and Cased Charge Tests

lj)cation Uncased Test I Jncased Test 1 Cased Test Cased Test
Avg. Side-on Avg. Impulse Avtg. Side-on Avg. Impulse

Pressure (psi-msec) Pressure (psi-resec)
(psi) (psi)

4 111 23 159 10

260 242 17

6 270 23 95 12



Impulse Reduction and Time-of-Arrival Discrepancies and Possibk Explanation - It can be
observed in Table 4 above, that a reduction in recorded side-on impulse is seen for the cased
charge tests. Additionally, a significant difference in arrival time of the pressure front can be
observed between the cased and uncased tests. For test no. 1 at location 5 the pulse arrives at the
38.0 in. standoff gage at 0.32 ms. For test no. 6 at location 5 the pulse is seen to arrive
approximately 0.43 ms later, or at a time of 0.75 ms.

The pressure records described above suggest that some reduction of impulse and delay of
fragment arrival exists due to the case expansion and fracture in the cased charge tests.
Computational modeling of explosive filled cylinders as reported by Anderson et al. in Reference
7 indicates that gas leakage from cracks forming in a munition case begins to occur at an
expansion ratio for the case (radius/original radius) of about 1.75. At this expansion ratio the case
velocity is seen to be about 90% of its final velocity.

A time duration for this expansion and case rupture, which would equate to part of the pulse
arrival delay since the pressure front does not form until after case rupture, can be calculated. If a
median fragment velocity is selected from Table 3 as 3000 ft./sec., a delay time can be defined as
follows:

r / r )r o-) -. - d ela y tim e (5 )
I 2v0 .

I .75(2.82S/2.0)
(3000/)(12)= 0.0 00 137 sec.

(3000/2)( 12)

where:

r o = original radius = 2.825 in.
r = expanded radius
vavg. = average velocity during expansion = (3000/2) ft./sec.

Thus, 0.14 rms of the observed 0.43 ms delay in pulse arrival can be attributed to case
rupture. The remainder of the delay can be postulated to be a function of the reduced intensity of
the pressure wave front due to the use of some portion of the initial available energy to rupture
the case. This reduced wave front intensity can also be thought of as a reduced effective charge
weight in the munition. A reduced charge would have a later time of arrival and a reduced
side-on impulse as compared to the full 2.2 lb. uncased charge. Using the airblast curves of
Reference 5 and the equivalence factor of 1.1 used in the comparisons of preceding paragraphs, a
reduced charge can be postulated. If a 40% reduction in charge weight is assumed, an equivalent
weight of 1.45 lb. of TNT results. From Reference 5 the side-on impulse expected and time of
arrival at the 38.0 in. standoff are:

Predicted side-on impulse = 21 psi-ms
Predicted time of arrival = 0.57 ms
The predicted impulse of 21 psi-ms, when reduced by the 10-15% factor seen in the

comparison of predicted to observed results for the uncased tests at the 38.0 in standoff, is 19
psi-ms which is close to an observed location 5 average for the cased charge tests. Also, the
difference between the predicted arrival time of 0.57 ms for the reduced charge and the 0..32 ms
arrival observed for the uncased full charge is .25 ms, which, when added to the expected rupture
delay of 0.14 ms is:

(0.57 - 0.32) + 0.14 = .39 ms

which is close to the observed delay of 0.42 ms.

Thus, a reduction in the equivalent uncased charge can be postulated when considering
airblast equivalence of the heavily cased and uncased charges.
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CONCLUSIONS

The data and analysis reported herein show that scale modeling of heavily cased explosive
chares can adequately replicate the fragment and airblast loads produced by a full scale
munution. This capability can be used to expediently and efficiently test structures subjected to
these loads.

Additionally, the airblast from a heavily cased munition has been studied and a procedure
has been developed to assess the reduction in blast pressure and impulse caused by the heavy case.

REFERENCES

1. Dobratz, B.M., Crawford, P.C., "LLNL Explosives Handbook," Lawrence Livermore National
Laboratory, January 1985.

2. Wood, C.A., ARRAD-1, LLNL Document No. DOPJ83-139, April 1, 1983. (Secret)

3. Wood, C.A., ARRAD-2, LLNL Document No. DOPJ-85-009, August 12, 1985. (Secret)

4. Wood, C.A., "CERL-2, A Further Series of Gun Tests on Selected Armor Samples with the
Representative Projectile (RP)," S-05-056, August 14, 1985. (Confidential)

5. Baylot, J. T., et al., "Fundamentals of Protective Design for Conventional Weapons,"
Structures Laboratory, US Army Engineer Waterways Experiment Station, Vicksburg, MS, p. 149,
1985.

6. "Project THOR Report No. 25-A Comparison of Various Materials in Their Resistance to
Perforation by Steel Fragments; Empirical Relationships," Johns Hopkins University, Baltimore,
MD, 1956.

7. Anderson, C.E., Predebon, W.W. and Karpp, R.R., "Computational Modeling of Explosive
Filled Cylinders," International Journal of Engineering Science. No. 12, pp. 1317-1330, 1985.

I , GOVERNMENT PRINTING OFFICE 1989 673 110 81016

296


